
Logistic Regression



Logistic Trick

Posterior Probability For Two Classes



Logistic Regression
• Discriminative learning of Posterior

probabilities
– we learn a probabilistic function

f: X → [0,1]
where f is the probability of class 1 given x:

Two class case gives the decision rule:



Logistic decision boundary



Likelihood of data
data



Learning

• Gradient

! 

l(D,w)= yi log f (x i,w)
i=1

n

" +(1#yi)log 1# f (x i,w)( )

! 

"
w
l(D,w)=# x i yi# f (x i,w)( )

i=1

n

$



Linear Regression



Simple Gradient



An algorithm



Logistic Trick

Posterior Probability For Two Classes



MultiClass





Example: Gaussians



Multiway Classification



One approach



One approach

Ambiguous

Ambiguous



Correct Approach



Softmax



Learning a Softmax Network



Learning multi-class



Learning multi-class



Exponential Family

All but the linear part cancels in the posterior
probabilities



Logistic and Exponential Family



When is it right?



Bayesian Treatment

! 

p c`D,x( )= p c`w,x( )p wD( )d" w#
1

1+exp wT
x( )
q w( )d" w

Need posterior on weights-
Combine likelihood with prior

Then approximate the predictive distribution:


