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Game Theory I

Decisions with conflict
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What is game theory?
• Mathematical models of conflicts of interest involving:

– Outcomes (and utility preferences thereon)

– Actions (single or multiple)

– Observations of state of game (complete, partial, or probabilistic-
beliefs)

– Model of other actors (especially important if other players actions are
not observable at the time of decision.

• Players are modeled as attempting to maximize their utility of
outcomes by selecting an action strategy
– Strategy: an action sequence plan contingent on observations made

at each step of the game

– Mixed strategy:  a probabilistic mixture of determinate strategies.
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What can Game Theory model (potentially)?

• Economic behavior
– Contracts, markets, bargaining, arbitration…

• Politics
–  Voter behavior, Coalition formation, War initiation,…

• Sociology
– Group decision making

– Social values: fairness, altruism, reciprocity,truthfulness

– Social strategies: Competition, Cooperation Trust

– Mate selection

– Social dominance (Battle of the sexes with unequal payoffs)
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Game Formulations-Game rules
• Game rules should specify

– Game tree-- all possible states and moves articulated

– Partition of tree by players

– Probability distributions over all chance moves

– Characterization of each player’s Information set

– Assignment of a set of outcomes to each terminal node in the tree.

• Example:  GOPS or Goofspiel
– Two players.  deck of cards is divided into suits, Player A gets Hearts,

B gets diamonds.  Spades are shuffled and uncovered one by one.
Goal-- Get max value in spades.  On each play, A and B vie for the
uncovered spade by putting down a card from their hand.  Max value
of the card wins the spade.
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Goofspiel with hidden
1st player card

A’s move

What should B’s move
Be?

e.g. Actual play

?

? ?



PSY 5018H: Math Models Hum Behavior, Prof. Paul Schrater, Spring 2005

Game Tree for 3-card Goofspiel, A’s move hidden

123
132

213 231 312

321

S= Random Shuffle & Deal of
Spades=> 6 possible initial 
game states
Viewing initial 2 reduces game 
state to 2 possibilities

Player A’s information Set, move 1

Actual Spade sequence
After shuffle

S

2 31 2 3 1
B’s info, move 1

2 31

2 3 2 32 3
3 spades is revealed

31 Player A’s outcomeD D DL LW W W W W W W
1 332 32 21 21
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Games in Normal Form
• Enumerate all possible strategies

– Each strategy is a planned sequence moves, contingent on each
information state.

– Example:
• A strategy:   play Spade +1 (with 1 played for 3)

• B strategy:   match 1st spade, then play larger 2 remaining cards if A plays 3
first.  Otherwise, play the smaller.

Lose2, draw on 13122132321
Draw1,2312123312
Draw2,1231312231
Win2, draw on 3231321213
Lose1,draw on 2123213132
Draw1,2123231123
Outcome for ACards Won by APlayer BPlayer ADeck
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Definition: normal-form or strategic-form
representation

• The normal-form (or strategic-form)
representation of a game G specifies:
A finite set of players {1, 2, ..., n},
players’ strategy spaces S1  S2  ... Sn and
their payoff functions u1  u2  ... un

where ui : S1 _ S2 _ ..._ Sn_R.
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Games in Normal Form (2 player)

• Make a table with all pairs of event contingent
strategies, and place in the cell the values of the
outcomes for both players

U1(oNM),U2(oNM)…..U1(o1M),U2(o1M)SM

…..…..…..:

U1(oN1),U2(oN1)…..U1(o11),U2(o11)S1

SN…..S1

          B’s
A’s
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Normal-form representation: 2-player game

• Bi-matrix representation
– 2 players: Player 1 and Player 2
– Each player has a finite number of strategies

• Example:
S1={s11, s12, s13} S2={s21, s22}

• ( Outcomes of pairs of strategies assumed known)
Player 2

s22

u1(s13,s22),
u2(s13,s22)

u1(s13,s21),
u2(s13,s21)

s13

u1(s12,s22),
u2(s12,s22)

u1(s12,s21),
u2(s12,s21)

s12Player 1

u1(s11,s22),
u2(s11,s22)

u1(s11,s21),
u2(s11,s21)

s11

s21
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Classic Example: Prisoners’ Dilemma

• Two suspects held in separate cells are charged with a major
crime. However, there is not enough evidence.

• Both suspects are told the following policy:
 If neither confesses then both will be convicted of a minor

offense and sentenced to one month in jail.
 If both confess then both will be sentenced to jail for six months.
 If one confesses but the other does not, then the confessor will

be released but the other will be sentenced to jail for nine
months.

-6 , -6 0 , -9
-9 ,  0-1 , -1

Prisoner 1

Prisoner 2
Confess

Mum

Confess

Mum
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Example: The battle of the sexes
• At the separate workplaces, Chris and Pat must choose to

attend either an opera or a prize fight in the evening.

• Both Chris and Pat know the following:
Both would like to spend the evening together.

But Chris prefers the opera.

Pat prefers the prize fight.

 1 ,  2 0 ,  0
 0 ,  0 2 ,  1

Chris

Pat
Prize Fight

Opera

Prize Fight

Opera
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Example: Matching pennies
• Each of the two players has a penny.
• Two players must simultaneously choose whether to show the

Head or the Tail.
• Both players know the following rules:

 If two pennies match (both heads or both tails) then player 2 wins
player 1’s penny.

Otherwise, player 1 wins player 2’s penny.

-1 ,  1 1 , -1
 1 , -1-1 ,  1

Player 1

Player 2
Tail

Head

Tail

Head
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Static (or simultaneous-move) games of
complete information

• A set of players (at least two
players)

• For each player, a set of
strategies/actions

• Payoffs received by each
player for the combinations
of the strategies, or for each
player, preferences over the
combinations of the
strategies

 {Player 1, Player 2, ...
Player n}

 S1  S2  ... Sn

 ui(s1, s2, ...sn), for all
s1∈S1, s2∈S2, ...
sn∈Sn.

A static (or simultaneous-move) game consists of:
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Static (or simultaneous-move) games of
complete information

• Simultaneous-move
Each player chooses his/her strategy without knowledge of

others’ choices.

• Complete information
Each player’s strategies and payoff function are common

knowledge among all the players.
• Assumptions on the players

Rationality
• Players aim to maximize their payoffs
• Players are perfect calculators

Each player knows that other players are rational
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Static (or simultaneous-move) games of
complete information

• The players cooperate?
No. Only noncooperative games

• The timing
Each player i chooses his/her strategy si without knowledge of

others’ choices.

Then each player i receives his/her payoff
ui(s1, s2, ..., sn).

The game ends.
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Classic example: Prisoners’ Dilemma:
normal-form representation

• Set of players: {Prisoner 1, Prisoner 2}
• Sets of strategies: S1 = S2 = {Mum, Confess}
• Payoff functions:

u1(M, M)=-1,  u1(M, C)=-9,  u1(C, M)=0,  u1(C, C)=-6;
u2(M, M)=-1,  u2(M, C)=0,   u2(C, M)=-9, u2(C, C)=-6

-6 , -6 0 , -9

-9 ,  0-1 , -1
Prisoner 1

Prisoner 2
Confess

Mum

Confess

Mum
Players

Strategies

Payoffs
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Example: The battle of the sexes

• Normal (or strategic) form representation:
 Set of players: { Chris, Pat } (={Player 1, Player 2})
 Sets of strategies:  S1 = S2 = { Opera, Prize Fight}
 Payoff functions:

 u1(O, O)=2,  u1(O, F)=0,  u1(F, O)=0,  u1(F, O)=1;
 u2(O, O)=1,  u2(O, F)=0,  u2(F, O)=0,  u2(F, F)=2

 1 ,  2 0 ,  0

 0 ,  0 2 ,  1
Chris

Pat
Prize Fight

Opera

Prize Fight

Opera
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Example: Matching pennies

• Normal (or strategic) form representation:
Set of players: {Player 1, Player 2}
Sets of strategies:  S1 = S2 = { Head, Tail }
Payoff functions:

 u1(H, H)=-1,  u1(H, T)=1,  u1(T, H)=1,  u1(H, T)=-1;
 u2(H, H)=1,  u2(H, T)=-1,  u2(T, H)=-1,  u2(T, T)=1

-1 ,  1 1 , -1

 1 , -1-1 ,  1
Player 1

Player 2
Tail

Head

Tail

Head
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Games for eliciting social preferences
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More Games
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Core Concepts we Need from Game Theory

• Strategy

• Mixed strategy

• Information set

• Dominance

• Nash Equilibrium

• Subgame Perfection

• Types of Players (Bayesian games)
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In the normal-form game {S1 , S2 ,  ..., Sn ,  u1 , u2 ,  ...,
un}, let si', si" ∈ Si be feasible strategies for player i.
Strategy si' is strictly dominated by strategy si" if

ui(s1, s2, ... si-1, si', si+1, ..., sn)
< ui(s1, s2, ... si-1, si", si+1, ..., sn)

for all s1∈ S1, s2∈ S2, ..., si-1∈Si-1, si+1∈ Si+1, ..., sn∈ Sn.

Definition: strictly dominated strategy

-6 , -6 0 , -9
-9 ,  0-1 , -1

Prisoner 1

Prisoner 2
Confess

Mum

Confess

Mum
regardless of other
players’ choices

si”  is strictly
better than si’
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In the normal-form game {S1 , S2 ,  ..., Sn ,  u1 , u2 ,  ...,
un}, let si', si" ∈ Si be feasible strategies for player i.
Strategy si' is weakly dominated by strategy si" if

ui(s1, s2, ... si-1, si', si+1, ..., sn)
≤(but not always =) ui(s1, s2, ... si-1, si", si+1, ..., sn)

for all s1∈ S1, s2∈ S2, ..., si-1∈Si-1, si+1∈ Si+1, ..., sn∈ Sn.

Definition: weakly dominated strategy

 2 ,  2 0 ,  2
 2 ,  0 1 ,  1

Player 1

Player 2
R

U

B

L

regardless of other
players’ choices

si”  is at
least as
good
as si’
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Strictly and weakly dominated strategy

• A rational player never chooses a strictly dominated
strategy (that it perceives). Hence, any strictly
dominated strategy can be eliminated.

• A rational player may choose a weakly dominated
strategy.
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Several of these slides from Andrew Moore’s tutorials http://www.cs.cmu.edu/~awm/tutorials



PSY 5018H: Math Models Hum Behavior, Prof. Paul Schrater, Spring 2005



PSY 5018H: Math Models Hum Behavior, Prof. Paul Schrater, Spring 2005



PSY 5018H: Math Models Hum Behavior, Prof. Paul Schrater, Spring 2005



PSY 5018H: Math Models Hum Behavior, Prof. Paul Schrater, Spring 2005



PSY 5018H: Math Models Hum Behavior, Prof. Paul Schrater, Spring 2005
Several of these slides from Andrew Moore’s tutorials http://www.cs.cmu.edu/~awm/tutorials
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Back to the Battle

 1 ,  2-1 , -1
-1 , -1 2 ,  1
Prize Fight

Opera

Prize Fight

Opera
Patricia

Chris
Two Nash
Equilibria

€ 

Payoffs

M1 = 2 −1
−1 1
 
  

 
  ,M2 = 1 −1

−1 2
 
  

 
  

Mixed strategies

p1 = α
1−α
 
  

 
  , p2 = β

1−β
 
  

 
  

Values
u1 = p1

T M1p2
u2 = p1

T M2p2
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What is Fair?

1/4,1/4
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Bargaining- Agreeing to
Eliminate strategy pairs

Fair-Flip a coin and
Agree to let coin-flip
be binding.

Requires a coordinated
decision- Chris and Pat
have to talk to achieve
this.
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Less Tragic with Repeated Plays?

• Does the Tragedy of the Commons matter to
us when we’re analyzing human behavior?

• Maybe repeated play means we can learn to
cooperate??
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Example: mutually assured destruction
• Two superpowers, 1 and 2, have engaged in a provocative incident. The

timing is as follows.
• The game starts with superpower 1’s choice either ignore the incident ( I ),

resulting in the payoffs (0, 0), or to escalate the situation ( E ).
• Following escalation by superpower 1, superpower 2 can back down ( B ),

causing it to lose face and result in the payoffs
(1, -1), or it can choose to proceed to an atomic confrontation situation (
A ). Upon this choice, the two superpowers play the following
simultaneous move game.

• They can either retreat ( R ) or choose to doomsday ( D ) in which the
world is destroyed. If both choose to retreat then they suffer a small loss
and payoffs are (-0.5, -0.5). If either chooses doomsday then the world is
destroyed and payoffs are (-K, -K), where K is very large number.
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Example: mutually assured destruction

1

I E

0, 0

2

B A

1, -1
1

2

R D

-0.5,  -0.5 -K,  -K

R D

R D

2

-K,  -K -K,  -K
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Subgame

• A subgame of a dynamic game tree
begins at a singleton information set (an information set

contains a single node), and

 includes all the nodes and edges following the singleton
information set, and

does not cut any information set; that is, if a node of an
information set belongs to this subgame then all the nodes of
the information set also belong to the subgame.
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Subgame: illustration

1

I E

0, 0

2

B A

1, -1
1

2

R D

-0.5,  -0.5 -K,  -K

R D

R D

2

-K,  -K -K,  -K

a subgame

a subgame

Not a subgame
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Subgame-perfect Nash equilibrium

• A Nash equilibrium of a dynamic game is subgame-
perfect if the strategies of the Nash equilibrium
constitute or induce a Nash equilibrium in every
subgame of the game.

• Subgame-perfect Nash equilibrium is a Nash
equilibrium.



PSY 5018H: Math Models Hum Behavior, Prof. Paul Schrater, Spring 2005

Find subgame perfect Nash equilibria:
backward induction

1

I E

0, 0

2

B A

1, -1
1

2

R D

-0.5,  -0.5 -K,  -K

R D

R D

2

-K,  -K -K,  -K

a subgame

a subgame

Starting with those
smallest subgames
Then move
backward until the
root is reached

One subgame-
perfect Nash
equilibrium
( IR, AR )
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Find subgame perfect Nash equilibria:
backward induction

1

I E

0, 0

2

B A

1, -1
1

2

R D

-0.5,  -0.5 -K,  -K

R D

R D

2

-K,  -K -K,  -K

a subgame

a subgame

Starting with those
smallest subgames
Then move
backward until the
root is reached

Another subgame-
perfect Nash
equilibrium
( ED, BD )
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