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Modeling Sequential Processes
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Simple Sequential Processes

• Sequences of Events:  State Dynamics

• Sequences of Responses

• Sequences of Decisions
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Time Series Data
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ECG Data
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Time Series Data with Hidden state
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ECG Data with Hidden  State
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Anomaly detection
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Did you get it right?
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Time series Inference Tasks
• Structure detection

10001000100010001000

– Find a simple model for
behavior

– Choose between
models for behavior

• Prediction
10101001010?

• Anomaly detection
100010001010

a b c d e f q h i j k l m u o p

• How do we solve these
problems?

Use Time series models:

sT = f(past) + noise

where

sT  = state at time T

Future predictable from the past:

sT = f( {s1, s2, s3,…. ,sT-1},t)

sT = f(past) + noise
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Time Series Data
• You are given a collection of labelled points in some

order:  { (y1,x1), (y2, x2),…., (yN, xN) }.  (e.g. xi are
category labels, yi are measurements).

• In time series data, independence is violated.

• In time series data, order matters.

€ 

p(y1,y2,...,yn,x1,x2,...,xn ) ≠ p(y1 | x1)p(y2 | x2)p(yn | xn )

    

€ 

Basic decomposition for any distribution
p(y1,x1,x2,y2,...,yn,xn ) = p(yn,xn | xn−1,yn−1,...,y1,x1) ⋅
                                                  p(xn−1,yn−1 | xn−2,yn−2,...,y1,x1)L p(y1 | x1)

Markov Assumption
p(y1,x1,x2,y2,...,yn,xn ) = p(yn,xn | xn−1,yn−1)p(xn−1,yn−1 | xn−2,yn−2)L p(y1 | x1)
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Describing Sequential States

Stationarity

S is discrete or continuous

Independence

Markov
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Example: The Dishonest Casino

A casino has two dice:
• Fair die

P(1) = P(2) = P(3) = P(5) = P(6) = 1/6
• Loaded die

P(1) = P(2) = P(3) = P(5) = 1/10
P(6) = 1/2

Casino player switches back-&-forth between fair and
loaded die once every 20 turns

Game:
1. You bet $1
2. You roll (always with a fair die)
3. Casino player rolls (maybe with fair die, maybe with

loaded die)
4. Highest number wins $2
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Problem 1: Evaluation
GIVEN

A sequence of rolls by the casino player

1245526462146146136136661664661636616366163616515615115146123562344

QUESTION

How likely is this sequence, given our model of how the casino works?

This is the EVALUATION problem
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Problem 2 – Decoding
GIVEN

A sequence of rolls by the casino player

1245526462146146136136661664661636616366163616515615115146123562344

QUESTION

What portion of the sequence was generated with the fair die, and what portion
with the loaded die?

This is the DECODING question
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Problem 3 – Learning
GIVEN

A sequence of rolls by the casino player

1245526462146146136136661664661636616366163616515615115146123562344

QUESTION

How “loaded” is the loaded die? How “fair” is the fair die? How often does the
casino player change from fair to loaded, and back?

This is the LEARNING question
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The dishonest casino model

FAIR LOADED

0.05

0.05

0.950.95

P(1¦F) = 1/6
P(2¦F) = 1/6
P(3¦F) = 1/6
P(4¦F) = 1/6
P(5¦F) = 1/6
P(6¦F) = 1/6

P(1¦L) = 1/10
P(2¦L) = 1/10
P(3¦L) = 1/10
P(4¦L) = 1/10
P(5¦L) = 1/10
P(6¦L) = 1/2
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Types of Sequential State Models

Y: Observed
X: State
Q: Discrete State (e.g. Decision)
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Transition matrix where initial state matters

State update
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Guessing Games

“Belief in the law of Small Numbers”

Guess the next:
– HTHHHH

– HHHTTT

– HTHTHT

Rule 1:  Estimating the frequency

Rule 2:  Using serial prediction

Rule 3: Estimating the likelihood
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All-or-None Learning Models

Xi   Animal’s current state
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All or None Learning Models

Process 
of Elimination

Random Hypothesis
Selection

Observer generates a set of different sorting hypotheses
Color, Mixture of Suits, Face vs Number, etc.
Observer tries a hypothesis and told if sort is correct

S1 = Incorrect Hyp, Told Incorrect
S2 = Correct, Told Correct

Stationary

Non-Stationary
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Response Models
Card  Sorting:   subject has to determine sorting rule,
seeing two cards lying face up.

Sort by color  R-B

Observer’s X = Card

S1 = { 2H,2D, …., AceH,AceD}

S2 = { 2S,2C, …., AceS,AceC}
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Sequential Games

C = Cooperate
D = Defect
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Male-Female Pair-off Differences
(Rapoport & Chammah)
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Additional Analysis
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Data
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Belief in Sequential Response
Dependence

Do Players hit shots in streaks?

Reasonability:  Recalibration
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Beliefs
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Conditional Prob for Players

Philadelphia 76ers   1980-81 season
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Runs Test

Runs:    consecutive hits or misses
X000XX0  => 4 “runs”
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Free Throw Data
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Probability of Alternation
P(H|Miss)
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Erroneous “Law of small numbers”

22% Larger hospital => more days over 60
56% The same
22% Smaller hospital => more days over 60
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Producing Random sequences
Rapoport and Budescu (1992, 1997, 1994)
asked subjects
- ‘‘simulate the random outcome of tossing an unbiased coin  150
times in succession,’’
- ‘‘imagine a sequence of 150 draws with replacement from a
well-shuffled deck, including five red and five black cards, and
then call aloud the sequence of these binary draws.

Results
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Can we produce random sequences in
games?

Walker and Wooders (1999)
final and semi-final matches at Wimbledon

“Our tests indicate that the tennis players are not quite
playing randomly: they switch their serves from left to right
and vice versa somewhat too often to be consistent with
random play. This is consistent with extensive experimental
research in psychology and economics which indicates that
people who are attempting to behave truly randomly
tend to ‘‘switch too often.’’ “
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Perception of Randomness

Randomness and Coincidences:
Reconciling Intuition and Probability Theory
Thomas L. Griffiths & Joshua B. Tenenbaum

Randomness as a rational inference - Belief that most sequences have 
 non-random causes 
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Zenith Radio “Psychic transmissions”
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1-D Random Walk

• Time is slotted

• The walker flips a coin every time slot to decide
which way to go

•

X(t)

p1-p
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Transition Probability

• Probability to jump from state i to state j

• Assume stationary: independent of time

• Transition probability matrix:

P = (pij)

• Two state MC:
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Stationary Distribution

Define
Then   πk+1 = πk P     (π is a row vector)

Stationary Distribution:

if the limit exists.

If π exists, we can solve it by
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Balance Equations

• These are called balance equations
– Transitions in and out of state i are balanced
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In General

• If we partition all the states into two sets, then
transitions between the two sets must be “balanced”.
– Equivalent to a bi-section in the state transition graph

– This can be easily derived from the Balance Equations



PSY 5018H: Math Models Hum Behavior, Prof. Paul Schrater, Spring 2004

Conditions for π to Exist (I)

• Definitions:
– State j is reachable by state i if

– State i and j commute if they are reachable by each other

– The Markov chain is irreducible if all states commute
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Conditions for π to Exist (I) (cont’d)

• Condition: The Markov chain is irreducible

• Counter-examples:

21 43

32p=1
1
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Conditions for π to Exist (II)

• The Markov chain is aperiodic:

• Counter-example:

10

2

1

0 01 1

0
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Conditions for π to Exist (III)

• The Markov chain is positive recurrent:
– State i is recurrent if

– Otherwise transient

– If recurrent
• State i is positive recurrent if E(Ti)<1, where Ti is time

between visits to state i

• Otherwise null recurrent
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Solving for π

10

p

q

1-q1-p
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Sequential
Models of
Perception


