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Linear Algebra

• Need to know or learn
– How to compute inner products, outer products

– Multiply, transpose matrices

– Elements of linear transformations
• Rotations and scaling
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Vectors

• Vectors, Points, constraint lines

• Length, direction, unit circle, rotation

• Addition, subtraction

• Dot product

• Decomposition

(on blackboard)
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Linear Algebra Primer
• Why linear algebra?
• What if more than one value is going in and coming out

of a system?
– For example, we have many inputs coming into the retina

(photoreceptors) and many outputs (retinal ganglion cells).
– Any single input affects many different outputs, and any

given output is influenced by many different inputs.

• How do we even begin to understand such a system?
– Linear algebra provides a useful tool for characterizing the

behavior of systems where many values must be
represented simultaneously. - e.g., . the brain
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Vectors
• A vector is simply a list of numbers. A vector is usually denoted

in boldface, with an arrow over it, or underlined:

• An “n-dimensional vector” has n elements. One can think of an
n-dimensional vector as either a point in an n-dimensional
space, or as an arrow drawn from the origin to the point with
coordinates x.
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Vector addition
• The addition of two vectors is their component-wise

sum:

• Geometrically, vectors are added by placing them end
to end. The vector from the origin to the tip of the last
vector is the sum vector.
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Dot Product

• The inner-product (or) dot product of two vectors takes
the sum of products of the elements of each vector:

• This provides a measure of the similarity of two vectors
(provided you know the length of each vector). If you
divide the inner product by the length of each vector,
you get the cosine of the angle between them
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Dot Prod.  Cont’d

• An alternative geometric interpretation of the inner
product is that gives you the length one vector after it
has been projected onto the other.
– Thus, orthogonal vectors have an inner product of zero.

– The inner product is oftentimes also denoted , where the
superscript T denotes “transpose.”

• The transpose of a vector simply tilts it on its side so it
is written as a row of numbers (instead of a column)! 

x"y= x,y =x
T
y
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Matrices

• A matrix M is just a 2D array of numbers. It is used to
map a vector into a new vector via the relation:

 It takes the place of the constant, k, in a simple one-
dimensional multiplication. An m x n matrix M has
elements:
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Matrix-vector multiplication
• Multiplying an m x n matrix and an n-dimensional vector

produces an m-dimensional vector, and we can write the
resulting vector elementwise as:

• Analysis/synthesis: the rows vectors of a matrix tell you what
part of the input space (vectors on the right side of the matrix)
the matrix analyzes (think about the projection interpretation of
dot products). The column vectors tell you what part of the
output space (i.e., vectors coming out the left side) the matrix
can synthesize from any input.
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Matrix properties
• Just as a linear scalar system can produce only a

limited set of remappings of scalar values, so too is a
matrix operation limited in the set of remappings it can
produce. What do these remappings look like? -
rotations (orthonormal matrices) and scalings (diagonal
matrices) and combinations thereof.

• The concatenation of two matrix operations is just
another matrix operation. The combined matrix is
obtained via matrix multiplication.

• Any matrix can be decomposed in terms of a rotation,
a scaling, and another rotation.
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Matlab Intro

• “BASIC for people who like linear algebra”

• Full programming language
– Interpreted language (command)

– Scriptable

– Define functions (compilable)
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Data

• Basic- Double precision arrays
A = [ 1 2 3 4 5]
A = [ 1 2; 3 4]
B = cat(3,A,A) %three dimensional array

Advanced- Cell arrays and structures
A(1).name = ‘Paul’
A(2).name = ‘Harry’

A = {‘Paul’;’Harry’;’Jane’};
>> A{1}                        =>          Paul



PSY 5018H: Math Models Hum Behavior, Prof. Paul Schrater, Spring 2006

Almost all commands Vectorized

• A = [ 1 2 3 4 5 ] ; B = [ 2 3 4 5 6]
– C = A+B

– C = A.*B

– C = A*B’

–  C = [A;B]

– sin( C ), exp( C )
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Useful commands
• Colon operator

– Make vectors:  a = 1:0.9:10;  ind = 1:10
– Grab parts of a vector:   a(1:10) = a(ind)
– A = [  1 2; 3 4]
– A(:,2)
– A(:) = [ 1

3
2
4]

Vectorwise logical expressions
a = [ 1 2 3 1 5 1]
a = =1              =>      [ 1 0 0 1 0 1]

size( ),  whos, help, lookfor
ls, cd, pwd,
Indices = find( a = =1 )   =>   [ 1 4 6 ]
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Stats Commands
• Summary statistics, like

– Mean(), Std(), var(), cov(), corrcoef()

• Distributions:
– normpdf(),

• Random number generation
– P = mod(a*x+b,c)

rand(), randn(), binornd()

• Analysis tools
– regress(), etc
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Bayes Example
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! 

P(x,y) = P(A" B)

P(y | x) = P(x,y) /P(x)

P(x) = P(x,y)
y

#

Conditioning

Marginalization

Joint Probability

WHAT YOU NEED TO KNOW
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Matlab code for computing sum of two die
% Need to enumerate all possibilities
% die1 = 1:6;
% die2 = 1:6;

% Now a basic control structure
%
for die1value=1:6,
    for die2value = 1:6,
        possibilities(die1value,die2value) = die1value +

die2value;
    end
end

% possibilities =
%
%      2     3     4     5     6     7
%      3     4     5     6     7     8
%      4     5     6     7     8     9
%      5     6     7     8     9    10
%      6     7     8     9    10    11
%      7     8     9    10    11    12

% sort our table into a long list

possibilities = reshape(possibilities,[1,36])

% possibilities =
%
%   Columns 1 through 18
%
%      2     3     4     5     6     7     3     4     5     6     7     8
%      4     5     6     7     8     9
%
%   Columns 19 through 36
%
%      5     6     7     8     9    10     6     7     8     9    10    11
%      7     8     9    10    11    12

% now the minimum value of the sum is 2
%  and the max is 12

for sumvalues = 2:12,
    testifequal = (possibilities ==  sumvalues);
    % testifequal returns a new list of the same size
    % possibilities with a 1 for every element in
    % possibilities that is equal to the current sumvalue
    % (2,3,4, etc) and zero for all other values
    count(sumvalues-1) = sum(testifequal);
end

probsum = count/36
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Binomial Events
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Birthday Problem
What’s the chance two people in a room share the same
birthday?

Events?

Define probabilities?

Answer in MATLAB code:

n=0:60;  p = 1-cumprod((365-n)/365)
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Birthday Problem
What’s the chance two people in a room share the same birthday?

P( B ) = 1- P( Not B) = 1-P(NOONE shares the same birthday. )

Events?
Events Ai = Person i’s birthday is different from Persons {0,…,i-1}

Define probabilities?
P(Ai)   = P(i’s birthday is different from preceding persons)

= (365-i)/365    (i.e. How many chances out of the total)

P(Not B) = P(A0 & A1 &… & Ai )= P(A0 , A1 ,… , Ai )

    = P(A0 )P( A1 )… P( Ai ) = ∏j=0 P(Aj )

    = (365*364*….(365-i))/ 365i  = 365!/((365-i)! 365i )
i
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Normal & Multivariate Normal

Σ= [σx
2 0

 0 σy
2 ]

Σ= [σx
2     ρσxσy

 ρσxσy   σy
2 ]


