Fitting

e Choose a parametric e Three main questions:
object/some objects to represent — what object represents this set
a set of tokens of tokens best?
* Most interesting case is when — which of several objects gets
criterion is not local which token?
_ can’t tell whether a set of — how many objects are there?
points lies on a line by looking
only at each point and the next. (you could read line for object

here, or circle, or ellipse or...)
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Fitting and the Hough Transform

Purports to answer all three
questions

— In practice, answer isn’t
usually all that much help

We do for lines only

A line is the set of points (X, y)
such that

(sin@)x +(cosO)y+d =0

Different choices of 0, d>0 give
different lines

For any (x0, y0) there is a one
parameter family of lines through
this point, given by

r=-sinfx,-cosly,

Plot these curves in discretized, r, 0,
space. Each point (r,0) is a bucket.

Each point gets to vote for each
line in the family; if there is a line
that has lots of votes, that should be
the line passing through the points.

This voting can be done by add 1 to
every (r,0) point that the curves
pass through, accumulating across
the set of (x0, y0) points.
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Mechanics ot the Hough transtform

Construct an array representing  * How many lines?

0,d — count the peaks in the Hough

For each point, render the curve array

(0, d) into this array, addingone ¢ Who belongs to which line?

at each cell — tag the votes

Difficulties

— how big should the cells be? e Hardly ever satisfactory in

(too big, and we cannot practice, because problems with
distinguish between quite noise and cell size defeat it

different lines; too small, and
noise causes lines to be
missed)
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Maximum number of votes
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Line fitting can be max.
likelihood - but choice of
model 1s important
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Who came from which line?

* Assume we know how many lines there are - but which
lines are they?

— easy, if we know who came from which line

e Three strategies
— Incremental line fitting
— K-means
— Probabilistic (later!)

Computer Vision - A Modern Approach
Set: Fitting
Slides by D.A. Forsyth



Algorithm 15.1: Incremental line fitting by walking along a curve, fitting a line to
runs of pixels along the curve, and breaking the curve when the residual is too large

Put all points on curve list. in order along the curve
Emptv the line point list
Empty the line list
Until there are too few points on the curve

Transter first few points on the curve to the line point list

Fit line to line point list

While fitted line 1s good enouch

Transfer the next point on the curve
to the line point list and refit the line

el

Transfer last point(s) back to curve

Refit line

Attach line to line list
el
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Incremental line fitting

Computer Vision - A Modern Approach
Set: Fitting
Slides by D.A. Forsyth



Incremental line fitting
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Incremental line fitting
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Incremental line fitting
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Incremental line fitting
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Algorithm 15.2: K-means line fitting by allocating points to the closest line and
then refitting.

Hvpothesize k lines (perhaps unitormly at random)
or
Hvpothesize an assignment of lines to points

and then fit lines using this assienment

Until convercence
Allocate each point to the closest line
Refit lines

encl
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Robustness

As we have seen, squared error can be a source of bias in
the presence of noise points
— One fix is EM - we’ll do this shortly
— Another 1s an M-estimator
e Square nearby, threshold far away
— A third 1s RANSAC

e Search for good points
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Influence function:

EI”I”—E,O@ f(x)

i=1:N
Example : Example :
o)l PP =G f)
7 r’+6° a:%(yi_f(xi)) _9
Influence . Jy. = <)
Jp, (r) |

or
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Modified Error metrics

16 Euclidean: d? .

16 _
g2

14} -

121

Robust: di/(d*+ s?)

10
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Too small
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Too large
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RANSAC

Choose a small subset e Jssues

uniformly at random — How many times?

Fit to that » Often enough that we are
Anything that is close to result likely to have a good line
is signal; all others are noise — How big a subset?

Refit * Smallest possible

. , _ 0
Do this many times and choose What does close mean

the best e Depends on the problem

— What is a good line?

* One where the number of
nearby points is so big it is
unlikely to be all outliers
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Algorithm 15.4: RANSAC: fitting lines using random sample consensus

Dietermine:
! the smallest number of points required
k the number of iterations required
t the threshold used to identifv a point that fits well
d — the mumber of nearby points required
to assert a model fits well
Until k iterations have ocenrred
Draw a sample of n points from the data
nniformly and at random
Fit to that set of n points
For each data point outside the sample
Test the distance from the point to the line
against #; if the distance from the point to the line
is less than £, the point is close
endd
[f there are d or more points close to the line
then there is a good fit. Helit the line using all
these points.
et
Use the best fit from this collection. using the

htting error as a criterion
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Fitting curves other than lines

e In principle, an easy e In practice, rather hard
generalisation — Itis generally difficult to
— The probability of obtaining a compute the distance between
point, given a curve, is given a point and a curve

by a negative exponential of
distance squared
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