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Campus de Beaulieu – 35042 Rennes Cedex – France
Tél. : (33) 99 84 71 00 – Fax : (33) 99 38 38 32

A Markov Random Field model-based approach

to unsupervised texture segmentation using local

and global spatial statistics

Charles Kervrann, Fabrice Heitz

Programme 4 | Robotique, image et vision

Projet Temis

Publication interne n�752 | Août 1993 | 30 pages

Abstract: The general problem of unsupervised textured image segmentation remains

a fundamental but not entirely solved issue in image analysis. Many studies have proven

that statistical model-based texture segmentation algorithms yield good results provided

that the model parameters and the number of regions be known a priori. In this paper,

we present an unsupervised texture segmentation method which does not require a priori

knowledge about the di�erent texture regions, their parameters, or the number of available

texture classes. The proposed algorithm relies on the analysis of local and global second

and higher order spatial statistics of the original images. The segmentation map is modeled

using an augmented-state Markov Random Field, including an outlier class which enables

dynamic creation of new regions during the optimization process. A bayesian estimate of

this map is computed using a deterministic relaxation algorithm. The whole segmentation

procedure is controlled by one single parameter. Results on mosaics of natural textures

and real-world textured images show the ability of the model to yield relevant and robust

segmentations when the number of regions and the di�erent texture classes are not known

a priori.
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Segmentation non supervis�ee des textures

par une approche markovienne

R�esum�e : La segmentation des images textur�ees constitue une �etape pr�eliminaire cru-

ciale dans de nombreuses applications en analyse d'images. Les approches par mod�elisation

statistique conduisent �a de bons r�esultats dans ce domaine, lorsque les param�etres des mo-

d�eles statistiques et le nombre de r�egions �a extraire sont connus a priori. La segmentation

non supervis�ee d'images textur�ees reste, par contre, un probl�eme d�elicat, auquel aucune

solution compl�ete n'a �et�e apport�ee jusqu'�a pr�esent. Nous contribuons �a cet e�ort, en pro-

posant une m�ethode de segmentation ne n�ecessitant pas de connaissance a priori sur le

nombre ou le type de textures pr�esentes dans l'image. L'algorithme de segmentation s'ap-

puie sur l'analyse des statistiques spatiales des images originales. Un mod�ele markovien est

utilis�e pour sp�eci�er les propri�et�es d'homog�en�eit�e de la carte de segmentation recherch�ee.

Une estimation bayesienne de cette carte est obtenue grâce �a un algorithme de relaxation

d�eterministe, qui d�etermine conjointement le nombre de r�egions dans l'image. Un seul pa-

ram�etre g�ere l'ensemble de la proc�edure de segmentation. Des r�esultats sur des mosa��ques

de textures naturelles et sur des exemples d'images r�eelles textur�ees d�emontrent l'aptitude

du mod�ele �a produire des segmentations de bonne qualit�e, sans connaissance a priori sur

les caract�eristiques des composantes textur�ees de l'image.

Mots-cl�e : analyse d'images, segmentation non supervis�ee, analyse de textures, mod�eles

statistiques, champs markoviens
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1 Introduction

Unsupervised image segmentation remains a fundamental issue in low-level

image analysis and computer vision since most high-level processing schemes

must rely on reliable and robust segmentations. The purpose of segmentation

is to partition the image into meaningful components. Each component cor-

responds to a region of similar attribute (luminance, color, texture, depth,

motion, etc.) [5, 15, 23]. The extracted components may be used in a second

step in medium or high-level identi�cation or interpretation schemes.

In this paper we address the problem of unsupervised texture segmenta-

tion. This problem is known to be more involved than the segmentation of

luminance, primarily because texture is not directly observed (the adapta-

tion of the method described in this paper to luminance or color segmenta-

tion is straightforward). The proposed segmentation scheme relies on local

texture features in combination with a global statistical model describing

the statistics of the segmentation map.

Various approaches, models and techniques have been proposed in the

literature for the analysis, classi�cation, or segmentation of textured images

[8, 9, 23, 24, 25]. Since the early works of Julesz [32] and Haralick [26, 24],

signi�cant improvements have been obtained in texture segmentation by

introducing global statistical models [15, 17, 20, 23, 36]. Markov Random

Fields (MRF) [17], in particular, de�ne a class of statistical models which

enable to describe both the local and global properties of textures and seg-

mentation maps. Segmentations of high quality have been obtained using

these models, provided that the parameters of the model and the number of

regions are known. On the other hand, unsupervised texture segmentation

remains an intricate issue, although the problem has received considerable

attention in the last decade [16, 20, 31, 33, 36, 38, 42]. The segmentation of

textured images is indeed usually \semi-supervised" in the sense that, there

is a supervised selection of texture characteristics, or an a priori knowledge

of the number of texture classes has to be introduced [23]. Completely data-

driven segmentation methods, able to handle real-world textured images,

remain beyond the present state-of-the-art.

Early attempts to non supervised texture segmentation have made use of

texture measures (features derived from cooccurrence matrices for instance)

associated to merging or edge detection techniques. A hypothesis testing

technique for merging texture features is described by Conners et al. [13]

to segment high resolution aerial images. A general purpose unsupervised
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segmentation system based on the computation of localized histograms and

region merging procedures is presented in [4]. In [33], an edge detection tech-

nique is developed to extract the boundaries between di�erent textures in a

multidimensional space of texture features. In [30] texture energy features

are clustered using a K-means algorithm. The segmentation is re�ned by

probabilistic relaxation techniques.

A more powerful and now widespread approach to \unsupervised" tex-

ture segmentation consists in modeling the di�erent textures with statio-

nary statistical models. Usual models include Gauss Markov Random Fields

(GMRF) [12, 18, 36, 38, 43, 41] and binomial models [14, 31]. Non-linear

Markov Random Field (MRF) models are often jointly used to constrain the

image partition [22, 31, 35, 36, 38]. The image is �rst divided into disjoint

local windows [10, 12, 18, 31, 36, 38, 41]. Each region is assumed to contain

mainly one texture. This assumption enables to identify locally the parame-

ters of stationary texture models [10, 12, 18, 38, 41]. Windows with nearby

parameters are then merged using bayesian clustering techniques [10, 36, 41]

or region growing procedures [18]. This �rst crude segmentation may af-

terwards be re�ned using relaxation techniques relying on global bayesian

estimation and the Maximum A Posteriori (MAP) criterion [31, 36, 38] or

Maximum Likelihood approaches [12]. In [43], a quadtree structure is alter-

nately used to decompose the original image. Split and merge procedures,

based on Gauss-Markov hypotheses on the underlying textures, are de�ned

on the hierarchical structure.

One problem of these methods is the di�culty of the computation, from

local windows, of reliable parameters for the underlying model. A second

drawback is related to the processing of mixed windows (i.e. windows contai-

ning several di�erent textures), which is generally quite involved. In these

approaches, the cluster validation, i.e., the estimation of the number of tex-

tures present in the image is also a problem. [10].

In [35], Lakshmanan et al. describe an unsupervised segmentation scheme

for luminance images, based on an MRF model. Model parameters are esti-

mated alternately with the region labels, yielding a partial optimal solution.

A similar technique is used by Won et al.,[42], for the segmentation of tex-

tures described by Gauss-Markov �elds. The number of regions in the image

is determined using a model �tting criterion (this technique was �rst propo-

sed in [45] to estimate the number of classes in a grey-level image). However,

when a model �tting criterion is used, several segmentations of the original
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image, with di�erent region numbers are to be computed. This can be time

consuming, especially when there are many regions.

Alternately, several authors [10, 20, 22] have proposed, within the same

statistical framework (bayesian estimation and MAP criterion), to describe

texture using standard statistical features which are computed in local win-

dows. The use of local texture features, instead of global texture models

(such as Gauss-Markov Models), reduces signi�cantly the number of para-

meters to be determined. Many di�erent types of features have been used

in texture segmentation. These include joint occurency matrices [24], power

spectrum measures, run lenght statistics [19], directional residuals [20] or

characteristics obtained from mathematical morphology transforms [24]. In

[20], various texture features are used, along with an MRF model of the

segmentation map. The algorithm relies on a deterministic constrained re-

laxation on the region labels. It is partially unsupervised but the number

of regions is assumed to be known approximately and thresholds for dis-

criminating the di�erent textures have to be �ne-tuned. A two-class non

supervised segmentation algorithm relying on joint occurency matrices and

an MRF model is developed in [16] to guide a vision-equipped robot mower.

In this paper, we propose an alternative approach to unsupervised tex-

ture segmentation (a preliminary version of this method has been presented

in [28]). The method relies on a global bayesian estimation framework. Follo-

wing [20, 33], we describe textures using standard statistical features which

are computed in local windows [24]. Besides, an MRF model is used to in-

troduce global constraints on the computed segmentation map. The optimal

segmentation is de�ned as the Maximum A Posteriori (MAP) estimate of

the region labels given the texture features. The optimal segmentation is ap-

proximated using a deterministic relaxation procedure which simultaneously

determines the current number of regions. This is achieved by introducing

an additional state (corresponding to an outlier class) in the MRF model

representing the image partition. This additional label enables the dynamic

creation of new regions during the relaxation process (a similar idea has

been suggested for motion-based segmentation by Bouthemy and Francois

[5]). Mixed windows may thus be split in several sub-regions, leading to re-

liable and robust parameter estimation. The energy function associated to

the MRF model is based on the Kolmogorov-Smirnov distance between local

and global statistical distributions of texture features. The model measures

the distance, at a given site s, between the distribution of texture features

in a local window Bs centered at s (local distribution) and the distribu-
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tion of texture features in the whole candidate region to which we want to

assign the site s (global distribution). Comparing local and global distribu-

tions enables robust segmentation, even on complex real-world images, since

global spatial statistics (obtained from regions) are used instead of features

computed on local windows only as often proposed.

Besides, the described method does not require any training and the

thresholds used for the discrimination between di�erent texture classes are

determined using a statistical table. The method only requires the tuning of

one parameter which is a probability that determines all the thresholds on

the texture features.

The remainder of this paper is organized as following : in Section 2 we

briey describe the general framework of the statistical approach used here

(global bayesian estimation and MRF models). The segmentation algorithm

is described in Section 3. Results on mosaics of natural textures, as well as

real-world textured images are presented in Section 4. They show the ability

of the model to discriminate textures and to recover the di�erent regions in

the image.

2 Bayesian image analysis and Markov Random

Fields

The general mathematical framework under concern in this paper is based

on global bayesian estimation along with MRF models. The goal of this

theory is to extract a 2D �eld of discrete labels describing the information

of interest in a given image processing task from a given set of observed

variables. In texture segmentation, for instance, the labels to be estimated

are region labels.

Let O = (Os; s 2 S) designate an observation �eld de�ned on a

rectangular lattice S. Let E = (Es; s 2 S) denote the unobserved (hidden)

label �eld, de�ned on the same lattice S
1. Realizations of �elds O (resp.

E) will be denoted o = fo
s
; s 2 Sg (resp. e = fe

s
; s 2 Sg). Let � be

the (discrete) state space of random variable e
s
and 
 the (�nite) set of

all possible label con�gurations e = fes; s 2 Sg. If (E;O) is assumed to

be a Markov Random Field with respect to a chosen neighborhood system

G = fGs; s 2 Sg it can be shown [21], that the best estimate ê of e given o

(according to the Maximum A Posteriori (MAP) criterion) is obtained by

minimizing a global energy function U(o; e) :

1Di�erent lattices for E and O can also be adopted, see [21]
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ê = argmin
e2


U(o; e): (1)

Due to the Markovian property of the �eld, the energy decomposes as follows

[21] :
U(o; e) =

X

c2C

Vc(o; e); (2)

where C denotes the set of cliques associated to neighborhood system G.

Cliques c are subsets of sites which are mutual neighbors. The potential

function Vc is locally de�ned on clique c and expresses the local interactions

between the di�erent variables of the clique (see [21] for an extensive theory

of MRF). The form of the potential functions Vc is problem dependent and

de�nes the local and global properties of the model.

De�ning global energy functions is a powerful tool for specifying non-

linear interactions between di�erent image features (luminance, edges, re-

gion labels, etc.). They help to combine and organize spatial and tempo-

ral information by introducing strong generic knowledge about the features

to be estimated. Energy minimization techniques have been used in a wide

range of applications including image restoration [3, 21], edge detection [20],

luminance and texture segmentation [15, 17, 20, 23, 36], stereovision [1],

computed tomography, surface reconstruction [11], visual motion analysis

[5, 6, 27, 34] and scene interpretation [37]. Energy functions involve gene-

rally two components, one of which expresses the interaction between the

hidden labels and the observations and the other which encodes constraints

on the desired solution [20]. The choice of these energy functions is either

heuristic or may be guided by a statistical modeling of the interaction bet-

ween the variables.

Minimizing the global energy function U is however usually a hard opti-

mization problem : the number of possible label con�gurations is generally

very large and, moreover, the global energy function U may contain local mi-

nima. Computationally demanding stochastic relaxation algorithms are the-

refore generally necessary to compute exact MAP solutions. Less cpu-time

consuming deterministic relaxation algorithms such as ICM, [3], can often be

used instead, when a good initial guess is available (other approaches include

Graduated Non Convexity, Mean �eld Annealing or multiscale relaxation,

[29]). In the following, we use a modi�ed version of the ICM algorithm to

determine jointly the region labels and the number of texture classes in the

image. A good initial segmentation is obtained from a maximum likelihood

estimator.
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3 Unsupervised texture segmentation

The algorithm described in this paper is unsupervised in the following sense :

� it does not require a priori knowledge on the textures of the image (in

particular no learning step is necessary) ;

� the number of regions or texture classes needs not to be known either ;

� only one parameter needs to be tuned in the segmentation procedure.

3.1 Statistical texture features

The observations, on which the segmentation process is based, cor-

respond to vectors of texture features describing various spatial statistics.

These features are computed on local windows and are assigned to the pixel

located at the center of the window. The features which have been used in-

clude seven standard features proposed by Haralick (mean, variance, energy,

correlation, entropy, contrast, and homogeneity), derived from the joint oc-

curency matrices (see [24]). These features are computed on 16 gray-level

quantized images in 5x5 windows along 4 di�erent directions. Three other

features, which have been shown by Geman et al. to lead good texture dis-

crimination [20] have been considered : the gray level, the local contrast, and

an \isotropic residual" [20]. Other parameters have been tested, but have

not included in the �nal version of the segmentation algorithm. The set of

texture measures retained here has led to good and robust results on all the

processed images.

To each site is thus assigned a feature vector o
s

= (o1(s); :::; om(s))

where o
i(s) designates the ith texture feature computed at site s.

3.2 The global energy function

As in Section 2, es; s 2 S, will designate the hidden variable assigned

to site s, which describes the label of the region to which site s belongs.

o = fos; s 2 Sg represents the observation �eld corresponding to vectors of

statistical texture features.

The issue is to estimate �eld e = fes; s 2 Sg and to determine R (the

number of regions in the image) from the observations o. A MAP estimator

is used to this end. The MAP estimate of e is obtained by minimizing the

following global energy function :

ê = argmin
e2


U1(e; o; R) + U2(e): (3)
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This energy function is de�ned as the sum of two contributions. The

term U2 describes the prior on the region label map e. This term is related

to a Markov model associated to an eight-neighborhood system. The model

favors spatially homogeneous regions, by the choice of potential functions of

the form :

V2(es; et) = �(1� 2�(es � et)); (4)

where � is a positive parameter and �(x) = 1 for x = 0, �(x) = 0

otherwise. In this energy function, only the doubleton (two-element) cliques

are considered (�gure 1).

Figure 1 to be placed here

The global energy term U2 is derived, according to [21] :

U2(e)
4
=

X

(s;t) neighbours

V2(es; et): (5)

Term U1 describes the interaction between observations and labels. It is

inspired by a model described by Geman et al. [20], with several signi�cant

di�erences. In [20] the model is based on a Kolmogorov-Smirnov distance

expressing the similarity of the distribution of texture features in blocks

centered at two neighboring sites s and t. We introduce here a di�erent

potential function which measures the distance, at a given site s, between

the distribution of texture features in a block Bs centered at s (local

distribution) and the distribution of texture features in the whole candidate

region to which we want to assign site s (global distribution) (�gure 2).

This technique enables us, in particular, to create new regions by detecting

outliers during the relaxation process, as will be explained in section 3.3.

Accordingly, energy function U1 is decomposed as :

U1(o; e; R) =
X

s2S

V1(o(Bs); o(R(es))); (6)

where o(Bs) = for; r 2 Bsg is the set of feature vectors on block Bs centered

at s and o(R(es)) = for; r 2 R(es)g is the set of feature vectors belonging

to the region labeled es (�gure 2).

Figure 2 to be placed here

The potential function V1 is de�ned by :
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V1(o(Bs
); o(R(e

s
))) =

mX

i=1

n
2 �(d(o(i)(R(e

s
)); o(i)(B

s
)) > c(i))� 1

o
(7)

where d(o(i)(R(es)); o(i)(Bs)) stands for the Kolmogorov-Smirnov

distance between the distribution of feature o(i) on the whole region labeled

es, and the distribution of the same feature on block Bs. c
(i) is a threshold

which can be explicitly determined using statistical tables associated to the

Kolmogorov limit distribution. Indeed this is related to the probability p that

the Kolmogorov-Smirnov distance exceeds c(i) whereas the two distributions

are the same :

p = Prob
n
d(o(i)(R(es)); o

(i)(Bs)) > c(i)
o

(8)

Function � = 1 if d(o(i)(R(es)); o(i)(Bs)) > c(i) , � = 0 otherwise.

This potential favors the labeling of site s with the region number e
s
= r if

the local distribution at this site is consistent with the global distribution

of the texture features in region r.

The minimization of the global energy function (Eqn.3), as well as the

determination of the number of regions R is performed using a deterministic

relaxation algorithm.

3.3 The relaxation algorithm

To minimize the global energy function, stochastic relaxation[21] is not consi-

dered here, since it is too involved from a computational point of view. We

have adopted a modi�ed version of the standard deterministic ICM algo-

rithm proposed by Besag [3], which alternately updates the segmentation

map e and the current number of regions.

Estimation of e

Let us denote by R̂ the current number of regions. The candidate region

labels for a given site s are thus labels r = 1; :::R̂. To save cpu time, we have

only considered as candidate labels for site s the labels currently assigned

to the neighbors of s (including es), without noticeable degradation on the

results.
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In the ICM algorithm [3], the label which produces the largest decrease

of the energy function is selected to update site s. This amounts to the

minimization of a local energy function which is derived from the global

energy U by computing the energy variation induced by updating the site

s [3, 21]. In deriving this local energy function, we assume that the global

statistics associated to each region remain unchanged during the updating

process. This is a good approximation in practice, provided that the di�erent

existing regions are large enough. This condition is guaranteed by �ltering

the small regions as explained in the next section.

To cope with the unknown number of regions, an additional label �, cor-

responding to an "outlier class" is introduced in the MRF modeling. The

outlier label � is assigned to site s if the Kolmogorov distance between the

local distribution of texture features on block Bs (centered at s) and the

global distributions on all existing regions is too large. More precisely, bet-

ween the labels of sites neighboring s and label �, the algorithm selects the

label r = r̂ which minimizes the following local energy (derived, as explained

previously, from the global energy function U) :

For r 6= � :

�Us(r) =
X

t neighbors of s

� (1� 2�(r� et))

+

mX

i=1

n
2 �(d(o(i)(R(es = r)); o(i)(Bs)) > c

(i))� 1
o
: (9)

The local energy associated to the outlier class r = � is de�ned by :

�Us(�) =
X

c2C

� (1� 2�(�� et)) + �: (10)

� is the parameter of the outlier class (� > 0 and a high value for � dis-

favors the creation of new regions). A value of � = 2:5 was adopted in all

experiments. This local update is applied in turn to the di�erent sites in

the image, using an \instability heap" to focus �rst on sites with incorrect

labels. This technique is inspired from the HCF method proposed by Chou

et al. in [11].

Determination of R

The current number of regions R̂ is updated once the relaxation on

the label �eld e has converged. An initial value of R̂ = 1 is used, which
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corresponds to one single region in the image. At the end of each relaxation

stage (i.e. when the label �eld is stable), the connected components of the

outlier class are relabeled, creating new regions (�gure 3). However, label

� is maintained for all small connected components (of size less than 1 %

of the image size). These points will not be considered for the computation

of global region characteristics, but may be visited and relabeled in the

next relaxation step. This procedure enables to let small region grow until

they reach a su�cient size for providing signi�cant statistics. The global

statistical distributions associated to each signi�cant region are updated

after the relabeling process.

This relaxation-relabeling process is pursued until stability is obtained

on the label �eld. In practice, small oscillations may be observed, and the

process is stopped after three complete relaxation-relabeling procedures,

with satisfactory results. The value of parameter �, which controls the

creation of new regions, is increased during these three iterations, in order

to disfavour the creation of small artifacts (regions) at the end of the

segmentation process (successive values of � = 2:5; 3:5 and 4:5 were adopted

in all experiments).

Figure 3 to be placed here

Initialization

Since the relaxation algorithm is deterministic, the �nal segmentation

map will depend on the initial label con�guration. As was already stated,

the initial value R̂ = 1 corresponds to one single region. This initial single

region is updated using a maximum likelihood estimator of the label �eld,

which is nothing but minimizing the global energy without the prior term

U2. In this step, the value of parameter � (that controls the outlier class)

has been set to a large value (�0 = 10, in all experiments). This large

value disfavors noisy detections of small regions at the beginning of the

segmentation process (this step de�nes the initial label con�guration for the

relaxation - relabeling steps previously described).

4 Experimental results

The segmentation technique described in the previous section has been

applied to di�erent mosaics composed of natural textures extracted from

the Brodatz album [7], as well as on real-world textured images.
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No training was performed on the textures and the number of regions

was assumed unknown. The features related to the joint occurency matrices

were computed on 16 gray level images in 5x5 local windows, along 4 direc-

tions with a distance d=3. The other parameters (gray levels, contrast and

directional residuals) were computed on a 15x15 window. Parameter � was

set to 1:5 which corresponds to a good balance between the a priori energy

U2 and the data term U1 . The only parameter that needed to be tuned was

parameter p (de�ned by Eqn. 8) which determines the di�erent thresholds on

the texture features. The results turned out to be largely insensitive to the

adjustment of parameter p (the \optimal" value could be modi�ed by 10%

without noticeable changes in the segmentation : an example of the results

obtained for di�erent values of parameter p is presented in the following).

The cpu time, on a Sun-4 station reached about 25 mn, for a 128x128 image.

We �rst describe the results obtained on various texture mosaics,

including di�erent textures and object geometry. Figure 4a presents a

�rst mosaic, which is composed of three di�erent textures placed against

a background texture. Figure 4b shows the boundary of the underlying

mosaic, which corresponds to the ground truth. The boundaries of the

�nal segmentation are superimposed on the original image in �gure 4c.

The error between the ground truth and the segmentation obtained by

the unsupervised method is depicted �gure 4d. Four regions (including the

background) are obtained in this case for a value p = 0:5. The boundaries

of the di�erent regions are delineated quite accurately, even if the MRF

prior tends to "smooth" the region boundary in high curvature areas (the

corners of the di�erent rectangles for example). More sophisticated models

(including for instance line processes and geometrical constraints on edges,

[21]) could be introduced to cope with this problem.

Figure 5 shows the di�erent intermediate steps of the relaxation process.

The maximum likelihood estimate, used in the initialization step (Section

3.3) is presented in �gure 5a. As can be seen, this initial estimate, which

does not take into account the a priori term U2, is noisy and partial. The

result of the �rst relaxation step appears in �gure 5b : the a priori term

introduced here clearly enables to constrain the solution and to smooth out

noisy points. Figure 5c depicts an intermediate state of the label �eld, after

relabeling the outlier class �. The �nal segmentation is shown in �gure 5d.

Figure 6 illustrates, on the same texture sample, the sensitivity of the

result with respect to the choice of parameter p. Let us recall that parameter

p is a probability de�ned by Eqn. (8) (0 � p � 1). As can be seen on
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�gure 6, a �ne tuning of this parameter is not necessary to obtain a relevant

segmentation (values between 0:45 � p � 0:55 are adequate in this case).

The degradation of the resulting segmentation is progressive when the value

of p is tuned within the range [0; 1] (�gure 6d, 6e and 6f).

Similar qualitative results have been obtained on several other hand-

assembled images corresponding to di�erent mosaic patterns (�gure 7, 8

and 9). For these di�erent examples, the algorithm was able to recover the

right number of regions, although the region boundaries are located only ap-

proximately in some cases. Besides the smoothing e�ect of the MRF prior,

the lack of accuracy in the location of region boundaries is also related to

the window sizes used in the local texture analysis. A minor adjustment of

parameter p was required to process these di�erent examples.

The processing of real-world (textured) images is generally more

involved, mainly because the textures appearing in natural images are

usually non stationary. We present results of segmentation on four real-

world images, which have been selected for their representativity and their

di�culty. The images show several textured regions with various (possibly

non stationary) spatial statistics (�gures 10, 11, 12, and 13). Artefacts or

non-stationary areas in textures are di�cult to handle and lead generally to

over-segmented images, if they are not taken into account in the model. The

approach proposed here, although using stationary texture models, seems

quite robust to these phenomena, as will be seen in the results.

Figure 10 corresponds to an aerial image showing two cultivated �elds :

the boundary between the two regions is delineated quite accurately,

although the upper region is not homogeneous. Figure 11 presents another

aerial image. This kind of image is typical of real-world applications, in

which the textures are non-homogeneous and where the number of regions

is di�cult to determine, even visually. In this case four signi�cant regions are

obtained : in particular, the forest area has been segmented in two regions,

with di�erent spatial patterns. The two other regions are cultivated �elds.

Figure 12 shows a satellite image of the south-eastern part of France,

with similar di�culties. The area includes a part of the Alps and a part of

the Mediterranean Sea. Even on this hard example (which shows highly non-

stationary textures), a relevant segmentation (Fig. 12b) is obtained. The al-

gorithm enables to separate quite accurately the di�erent signi�cant areas :

mountain, land and sea. A last example, corresponding to an ultrasound

image of a kidney with a high level of speckle noise is presented �gure 12.

As can be seen in �gure 12b, the algorithm extracts approximately the ob-
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ject of interest from the background. A deviation with respect to the actual

boundary is observed in the upper part of the kidney, in which the texture

pattern is very similar to the background. High-level model-guided segmen-

tations, using \deformable templates" [44] for instance, would of course be

better adapted to this class of images, for which a strong a priori knowledge

about the object structure is usually available.

These di�erent examples demonstrate the ability of the method to

produce relevant segmentations on real images, even when the texture classes

and the number of regions are not known a priori. Let us emphasize again

that the only parameter that has been tuned in all our experiments was

the probability p. Of course, an estimation procedure for p (from the data)

would be necessary for a completely data-driven segmentation scheme.

Figures 4, 5, 6, 7, 8, 9, 10, 11, 12 and 13 to be placed here

5 Conclusion

In this paper we have described a texture segmentation method

which can be considered as a �rst step towards a completely data-driven

segmentation algorithm. The proposed approach does not require any

training on the textures to be partitioned. The number of regions in the

image need not to be known either. The method makes use of local and global

spatial statistics within a global statistical estimation framework relying on

Markov Random Field models.

The method only requires the tuning of one parameter which determines

the thresholds on the di�erent texture features. Several examples have shown

the capability of the model to yield usable segmentations on hand-assembled

images consisting of natural textures as well as on complex real-world

textured images.

Several signi�cant extensions could be proposed for the segmentation

procedure described in this paper. A completely data-driven segmentation

algorithm could be developed by considering estimation techniques for

the global parameter p. Statistical information criteria could be of some

help here, although they are cpu time consuming [40, 42, 45]. Another

point concerns the choice of the di�erent texture features used in the

segmentation. The same features have been considered for all images with

good experimental results. Further improvements can be expected from

an optimal selection of texture features for a given class of images. To
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our knowledge, this problem remains an open issue, in an unsupervised

framework.

Besides, the images processed in the examples of this paper were mainly

composed of micro-textures. The processing of macro-textures would require

signi�cant alterations to the existing method. Multiscale estimation methods

and random processes [2, 29, 39], for instance, appear particularly promising

as far as the fusion of multiscale texture features in the �nal decision is

concerned.
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Figure 1: Two element (doubleton) cliques associated to the a priory energy

term U2
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s

local window Bs

global candidate region R(es)

Figure 2: Sets of texture features supporting the local and global statistical

distributions
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Figure 3: Relabeling of the outlier class �. Label � is maintained on small

connected components (of size less than 1 % of the image size). New regions

are created for all other connected components
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a b

c d

Figure 4: (a) 4-region textured image { (b) Ground truth (the boundaries of

the di�erent regions are superimposed on the original image) { (c) Result of

the unsupervised segmentation procedure (p = 0:5) { (d) Di�erence between

the ground truth and the unsupervised segmentation
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a b

c d

Figure 5: Intermediate steps of the relaxation process : (a) initial maximum

likelihood estimate, (b) �rst relaxation step (black points correspond to sites

labeled �, (c) intermediate relaxation step (after relabeling of connected

components) , (d) �nal segmentation
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a b

c d

e f

Figure 6: Sensitivity of the �nal segmentation to the adjustment of parameter

p : (a) p = 0:3, (b) p = 0:4, (c) p = 0:5, (d) p = 0:6, (e) p = 0:7, (f) p = 0:8.
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a b

c d

Figure 7: (a) 5-region textured image { (b) Ground truth (the boundaries of

the di�erent regions are superimposed on the original image) { (c) Result of

the unsupervised segmentation procedure (p = 0:65) { (d) Di�erence between

the ground truth and the unsupervised segmentation
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a b

c d

Figure 8: (a) 3-region textured image { (b) Ground truth (the boundaries of

the di�erent regions are superimposed on the original image) { (c) Result of

the unsupervised segmentation procedure (p = 0:75) { (d) Di�erence between

the ground truth and the unsupervised segmentation
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a b

c d

Figure 9: (a) 3-region textured image { (b) Ground truth (the boundaries of

the di�erent regions are superimposed on the original image) { (c) Result of

the unsupervised segmentation procedure (p = 0:65) { (d) Di�erence between

the ground truth and the unsupervised segmentation
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a b

Figure 10: (a) Aerial image (Calvi area, by courtesy of DRET - Matra

mission 1987) , (b) Result of the unsupervised segmentation procedure (the

boundaries of the di�erent regions are superimposed on the original image)

(p = 0:2)

a b

Figure 11: (a) Aerial image (Roumard area, by courtesy of DRET - INRA

mission 1976), (b) Result of the unsupervised segmentation procedure (the

boundaries of the di�erent regions are superimposed on the original image)

(p = 0:65)
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a b

Figure 12: (a) satellite image of the Alps (France), (b) result of the

unsupervised segmentation procedure (the boundaries of the di�erent regions

are superimposed on the original image) (p = 0:25)

a b

Figure 13: (a) Ultrasound image of a kidney (by courtesy of LEP-GDR134),

(b) Result of the unsupervised segmentation procedure (the boundaries of the

di�erent regions are superimposed on the original image) (p = 0:3)
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