Initialize

Outline

Last time

- Inference of shape from shading--set in context of other cues to shape
- Perception of shape from shading
- Introduce models for the inverse problem "shape from shading":

Inverting the generative model:

\[ L(p_n, q_n) = n.e = \frac{p_n q_n - 1}{\sqrt{p_n^2 + q_n^2 + 1}} \cdot \frac{p_e q_e - 1}{\sqrt{p_e^2 + q_e^2 + 1}} \]

Classic Ikeuchi & Horn solution:

Assume light source direction is known. Constant reflectance. Known surface normals at the smooth occluding boundary.

Find p's and q's such that \( E_D + E_S \) is small.

Generative model -> data cost function \( E_D(p(x,y), q(x,y)) \)

Prior assumption of surface smoothness

(i.e. spatial second derivatives of \( p(x,y) \) and \( q(x,y) \) should be small) -> data-independent cost function \( E_S (\nabla^2 p)^2, (\nabla^2 q)^2 \)

Equivalent to Bayes.

Today

- Perceptual ambiguities continued
- Formal ambiguities seen by analyzing the generative model, the bas-relief transform

Solutions to the shape from shading problem for the linear case

Learning scene parameters from images

Last time I mentioned that if one has available a set of images \( \{L_i\} \), together with a set of unit surface normals for each image \( \{p_i, q_i\} \) (e.g. derived from a set of range images), then a linear model suggests that one could simply do a linear regression to find a map \( L \rightarrow \{p, q\} \), that might be a workable approximation to shape from shading from an image \( L \) that was not in the training class \( \{L_i\} \).

This was done by Knill and Kersten (1990). They used a neural network-like technique (Widrow-Hoff learning rule for synaptic modification) to do regression learning "on-line", rather than in "batch mode". This method was general and empirical in the sense, that one can imagine applying it to other scene-from-image problems (Kersten et al., 1988). How well it works depends on the linear approximation. Non-linear neural networks and learning techniques such as back-propagation can be used to find solutions for non-linear formulations (Lehky & Sejnowski, 1988).

Pentland's solution to the inverse problem

- Recall from last time

Last time we derived a linear approximation to the lambertian shading model. \( L = n.e \). The image luminance is given by

\[ L(p_n, q_n) = n.e = \frac{n(p_n, q_n)}{\sqrt{p_n^2 + q_n^2 + 1} \sqrt{p_e^2 + q_e^2 + 1}} \]

where \( n = (p_n, q_n, 1) / \sqrt{p_n^2 + q_n^2 + 1} \) and \( e = (p_e, q_e, -1) / \sqrt{p_e^2 + q_e^2 + 1} \) are the unit surface normal vector and illumination vector respectively.

Using a Taylor series expansion about \( (p_n, q_n) = (0, 0) \), we were able to derive a linear approximation to the shading equation:

\[
\text{Lmodel}\{p_n, q_n, p_e, q_e\} = \left( (p_n, q_n, -1) / \sqrt{p_n^2 + q_n^2 + 1} \right) \cdot \left( (p_e, q_e, -1) / \sqrt{p_e^2 + q_e^2 + 1} \right) \]

\[
\text{Series}\{\text{Lmodel}\{p_n, q_n, p_e, q_e\}, (p_n, 0, 1), (q_n, 0, 1)\}
\]
Using the fourier transform to estimate surface depth $z$, from image intensity $L$

A standard result from fourier transform theory is, given $g(x)$ and its fourier transform $F_g(f_x)$, then it is easy to write down the fourier transform of the derivative of $g(x)$. It is just the fourier transform of $g(x)$ times $2\pi i f_x$. So, $\text{FourierTransform}[\frac{d}{dx} g] = 2\pi i f_x F_g(f_x)$ (cf. Gaskill).

Let $z(x,y)$ be any differentiable function. Let $F_z(f_x,f_y)$ be the fourier transform of $z$, which can be written in terms of the (complex) amplitude and phases as:

$$F_z(f_x,f_y) = a_{f_x,f_y} e^{i f_x f_x + i f_y f_y \pi / 2}.$$ 

With a little algebra, one can show that:

$$F_z(f_x,f_y) = \frac{a_{L}(f_x,f_y) e^{i f_x f_x - i f_y f_y \pi / 2}}{2 \pi \sin \pi f_x \cos f_y \cos \pi f_x \sin \pi f_y}.$$ 

The solution requires known point light source, constant reflectance. Further the linear approximation is good for small $p$'s and $q$'s — i.e., for shallow bas-relief like shapes.

The inverse fourier transform provides an estimate of the surface depth $z$. Note that if ignore the constant term in image luminance, we can replace $z \rightarrow z + k_1 x + k_2 y + k_3$, we obtain the same solution.

Shortly, we will look at recent results that show how general shape ambiguity is when the light source is unknown.

### Shading & the bas-relief transform

#### Generalizing the simple lambertian generative model

The lambertian model thus far is pretty limiting. It doesn’t take into account attached or cast shadows or multiple light sources. An attached shadow occurs whenever the surface normal is at an angle greater than 90 degrees relative to the light source vector. The cosine of an oblique angle is negative, but we can’t have negative light. If there is no ambient light, then an attached shadow region is black. So a better model would be:

$$L = \text{Max}[n.e,0].$$

We may have more than one light source, and since light is nice and linear, we can just add up all the contributions:

$$L = \sum \text{Max} [n.e,0].$$

A cast shadow boundary occurs on a receiving surface whenever another surface (or part of one) is between the receiving surface and the light source.

#### The bas-relief effect

Recently, Belhumeur, P. N., Kriegman, D. J., & Yaouille (1997) showed that there is a simple transformation of a surface (i.e., adding a slanted and tilted plane to a surface $z(x,y)$ and a compression in depth) that induces (together with an albedo and illumination adjustment) an well-defined equivalence class of surfaces for a given image. For each image of a lambertian surface $z(x,y)$, there is an identical image of a bas-relief produced by a transformed light source. Further this holds for both shaded and shadowed regions. And for the classical bas-relief in sculpture (no added slant, just compression), the image is insensitive to small motions and illumination changes.
First surface

- Define First surface bump

\[
bump(x_, y_) := (1/4) \left(1 - 1/(1 + \exp[-10 (\sqrt{x^2 + y^2})])\right);
g1 = Plot3D[bump[x, y], (x, -3, 3), (y, -3, 3),
PlotPoints -> 64, PlotRange -> (0, 1), Mesh -> False,
LightSources -> {((1, 0, 1), RGBColor[1, 0, 0]),
((1, 0, 1), RGBColor[0, 1, 0]), ((1, 0, 1), RGBColor[0, 0, 1])},
ViewPoint -> (1, 1, 1), AxesLabel -> ("x", "y", "Height"), Ticks -> False,
AspectRatio -> 1, PlotRange -> ((-3, 3), (-3, 3), (0, 1))];
\]

- Calculate surface normals of first surface bump

\[
x[nx[x_, y_]] := Evaluate[D[bump[x, y], y]];
y[ny[x_, y_]] := Evaluate[D[bump[x, y], x]];
\]

- Rendering specification for normals, light, reflectance first surface bump

- Unit surface normals

\[
normbump[x_, y_] := \{nx[x, y], ny[x, y], 1\}/Sqrt[nx[x, y]^2 + ny[x, y]^2 + 1];
\]

- Point Light source

\[
s = (1, 0, 1)/Sqrt[3];
g2 = ScatterPlot3D[s, ViewPoint -> (1, 1, 1),
AxesLabel -> ("x", "y", "Height"), Ticks -> False,
PlotStyle -> {PointSize[.05], (RGBColor[1, 1, 0])},
AspectRatio -> 1, PlotRange -> ((-3, 3), (-3, 3), (0, 1))];
\]

- Reflectance

\[
a[a[x_, y_]] := 1;
\]
Rendering equation for first surface bump

\[ \text{imagebump}[x, y] := a[x, y] \times \text{normbump}[x, y] \times ; \]

Render first surface bump

\[ \text{DensityPlot}[\text{imagebump}[x, y], \{x, -3, 3\}, \{y, -3, 3\}, \text{Mesh} -> \text{False}, \text{Frame} -> \text{False}, \text{PlotPoints} -> 128, \text{PlotRange} -> \{0, 1\}] ; \]

A second surface

Bas relief transform, \( G \): Second surface

\[ \text{basrelief}[\lambda, \mu, \nu] := \{\{\lambda, 0, -\mu\}, \{0, \lambda, -\nu\}, \{0, 0, 1\}\} ; \]

\begin{align*}
\lambda &= .25; \\
\mu &= .125; \\
\nu &= 0; \\
G &= \text{basrelief}[\lambda, \mu, \nu]; \\
iGt &= \text{Inverse[Transpose[G]]}; \\
\end{align*}

\[ \text{basreliefnormbump}[x, y] := G \times a[x, y] \times \text{normbump}[x, y]; \]

\[ \text{a2}[x, y] := \text{Sqrt[basreliefnormbump}[x, y];} \]

\[ \text{normbump2}[x, y] := \text{Sqrt[basreliefnormbump}[x, y];} \]

Plot reflectance

\[ \text{DensityPlot}[\text{a2}[x, y], \{x, -3, 3\}, \{y, -3, 3\}, \text{PlotPoints} -> 32, \text{PlotRange} -> \{0, 1\}] ; \]

Plot new bas-relief surface height

\( \text{brbump}[x, y] := \lambda \times \text{bump}[x, y] + \mu \times x + \nu \times y; \)
```
Plot3D[brbump[x, y], (x, -3, 3), (y, -3, 3),
    PlotPoints -> 64, PlotRange -> (-5, 1), Mesh -> False,
    LightSources -> {({1, 0., 1.}, RGBColor[0, 1, 0]),
        ({1., 0., 1.}, RGBColor[0, 0, 1])},
    ViewPoint -> {1, 1, 1}, AxesLabel -> ("x", "y", "Height")},
    AspectRatio -> 1, PlotRange -> {(-3, 3), (-3, 3), (0, 1)}];
```

**Compare first and second surfaces**

```
``` units2. units2
``` 1.```

Plot surface height cross-sections of new and old

```
gheight = Plot[{brbump[x, 0], bump[x, 0]}, (x, -2.5, 2.5),
    PlotRange -> {(-.25, 1), PlotStyle -> {Thickness[.005], RGBColor[1, 0, 0]},
        (Thickness[.005], RGBColor[0, 0, 1])}, Ticks -> True,
    Axes -> {False, True}, Epilog -> {RGBColor[1, 0, 0], Arrow[{0, 0}, units2]},
        (RGBColor[0, 0, 1], Arrow[{0, 0}, units]}];
```

Plot light source directions for new and old

```
units = Drop[s[[2]]]; (*units = units/Sqrt[units.units]*);
units2 = Drop[s[[2]]]; (*units2 = units2/Sqrt[units2.units2]*)
glight1 = ListPlotVectorField[({(0, 0), units2}), ((0, 0), units2)],
    Ticks -> False, Axes -> False, PlotRange -> {(-1.5, 2.5), (-.25, 1)} ];
```
Plot reflectance cross-sections for new and old

```math
\text{greflectance} = \text{Plot}[(a2[x, 0] - 0.01, a[x, 0], (x, -1.5, 1.5),
\text{PlotRange} \rightarrow (0, 1.1), \text{PlotStyle} \rightarrow \{(\text{Thickness} [.005], \text{RGBColor}[1, 0, 0]),
(\text{Thickness} [.005], \text{RGBColor}[0, 0, 1]), \text{Axes} \rightarrow \{\text{False, True}\}],
```

Task analysis: "Shape for X"

- Common shape representation vs. task-dependent?
- Shape for object recognition
- Shape for grasp

Essence of Bayesian approach to task analysis:

Primary variables to estimate explicitly. Secondary (or generic) variables that contribute to the image data, but which should be discounted. In shape from shading, we considered surface normals to be the primary variables, and the illumination to be the secondary variable. Suppose we don't know the light source direction AND we don't want to estimate it explicitly. Somehow we need to "discount" the illumination.

"Discount" in Bayesian terms means to integrate out their contributions to the posterior probability. So suppose that $\text{Sprim} =$ (surface normals), and $\text{Ssec} =$ (light source direction). Further, suppose we have a model that prescribes $p(\text{Sprim}, \text{Ssec} \mid I)$, where $I$ is the image measurement (e.g. $I =$ luminance $L$). Then if we can do the following integral,

$$p(S_{\text{prim}} \mid I) = \int p(S_{\text{prim}}, S_{\text{sec}} \mid I)dS_{\text{sec}}$$

we could then base our decision on $p(\text{Sprim} \mid I)$, where the $\text{Ssec}$ is no longer explicit, but its effects have gotten folded into the posterior $p(\text{Sprim} \mid I)$. Bayes rule can be used to express the joint posterior in terms of the likelihood and the prior:

$$p(S_{\text{prim}}, S_{\text{sec}} \mid I) \propto p(I \mid S_{\text{prim}}, S_{\text{sec}})p(S_{\text{prim}}, S_{\text{sec}})$$

The lambertian shading equation is sufficient to determine the likelihood term. As we've seen, usually one assumes a known light source direction ($\text{Ssec}$), and then the prior is some measure that ranks the probability of surfaces based on how smooth or rought they are.

A few years ago, Bill Freeman at Mitsubishi Electric showed that this process of ‘integrating out’ or "marginalization" can actually act to disambiguate the shape in the shape from shading problem. In other words, by assuming up front that illumination direction is a secondary variable, one can find solutions to the shape from shading problem with substantially less reliance on a priori smoothness constraint.

Amibiguity reduction using task constraints: "genericity"

General viewpoint constraint (Lowe). Why is the figure on the left seen as a square rather than as a cube?

- Cube

Penrose triangle

The following example uses figures from: http://www.klab.caltech.edu/~seckel/triangle.html

Generic view or "general viewpoint constraint" is so strong that the human visual system can sometimes prefer impossible to possible objects (e.g. Penrose triangle).
Freeman’s solution to shape from shading: "General illumination direction constraint"

- **Shape & illumination direction ambiguity**

![Diagram](https://www.klab.caltech.edu/~seckel/triangle.html)

*Figure 6*: (a) Perceptually, this image has two possible interpretations. It could be a bump, lit from the left, or a dimple, lit from the right. (b) Mathematically, there are many possible interpretations. For a sufficiently shallow incident light angle, if we assume different light directions, we find different shapes, each of which could account for the observed image.

Imagine wiggling the light source—which interpretation gives the smallest image variation? Freeman showed that the circularly symmetric bump interpretation gave the least variation, and was thus the most probable interpretation.

- **Lambertian vs. shiny ambiguity**

Here is another example from Freeman.
Now imagine wiggling the shape a little (or wiggle the light source). The biggest variations are shown in (g). Smaller variations are seen in the (d) images. Thus the more probable scene interpretation is (b, c), rather than (e, f). (Figure from: Mitsubishi Tech Report, TR93-15. See too: W. T. Freeman, Exploiting the generic viewpoint assumption, International Journal Computer Vision, 20 (3), 243-261, 1996.) (See too: Kersten (1999) for an example from depth from shadows).

Freeman showed for several other problems (motion disambiguation) that marginalizing out the generically variable (secondary) can peaken the prior probability for the explicit (primary) variable, thereby constraining the shape (or other) estimates of the explicit variable. Further, he showed that under certain conditions, this marginalization is equivalent to the robustness principle above: *Perception's model of the implicit variables in a scene should be robust to variations in the explicit or secondary variables.*

**More on local shape representation**

- Metric, vs. qualitative

- View-point vs. object-centered: extrinsic vs. intrinsic shape descriptors

Curvature of a line.
Curvature of a surface. Principal curvatures. Gaussian curvature—elliptic (+), hyperbolic (-), cylindrical & flat points (0).

**Next time**

Introduction to motion analysis

**Appendices**

- (under construction) we can also plot the unit surface normals on the surface itself in 3D
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