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Abstract

■ The global structural arrangement and spatial layout of the
visual environment must be derived from the integration of local
signals represented in the lower tiers of the visual system. This
interaction between the spatially local and global properties of
visual stimulation underlies many of our visual capacities, and
how this is achieved in the brain is a central question for visual
and cognitive neuroscience. Here, we examine the sensitivity of
regions of the posterior human brain to the global coordination
of spatially displaced naturalistic image patches. We presented
observers with image patches in two circular apertures to the left

and right of central fixation, with the patches drawn from either
the same (coherent condition) or different (noncoherent condi-
tion) extended image. Using fMRI at 7T (n = 5), we find that
global coherence affected signal amplitude in regions of dorsal
mid-level cortex. Furthermore, we find that extensive regions of
mid-level visual cortex contained information in their local activ-
ity pattern that could discriminate coherent and noncoherent
stimuli. These findings indicate that the global coordination of
local naturalistic image information has important consequences
for the processing in human mid-level visual cortex. ■

INTRODUCTION

Visual field selectivity is perhaps the most pronounced
response characteristic of neurons in lower tiers of the
visual system; a neuron that modulates its activity with
great vigor to stimulation within a portion of the visual
field will fall silent when the stimulation is moved a
short distance away. This receptive field selectivity
(Hartline, 1938) distributes the representation of the
spatial structure of visual stimulation across a vast neural
population, with each neuron influenced from only a
restricted local part of the visual field. This information
must be spatially integrated at higher levels of the visual
hierarchy to allow for the recovery of more global aspects
of the environment that are spatially extensive. The
challenge for cognitive neuroscience is to describe the
visual capacities that are supported by this integration
process and to discover how they are implemented in
the brain.

Experimental manipulations that preserve the distri-
bution of local stimulation while modulating the global
percept can be used to investigate global integration
(Sasaki, 2007). This often involves identifying and iso-
lating aspects of local stimulation that are considered
to be candidates for global integration. For example,
the integration of local edges into global shapes can
be probed by using a spatial array of oriented elements

in which the global arrangement of edge orientations
either do or do not cohere into a perception of global
form (Mannion, Kersten, &Olman, 2013; Altmann, Bülthoff,
& Kourtzi, 2003; Kourtzi, Tolias, Altmann, Augath, &
Logothetis, 2003). However, a potentially fruitful com-
plementary strategy is to assess global integration in natu-
ralistic environments, which contain a complex and rich
spatial structure (Simoncelli & Olshausen, 2001) with
myriad components that could potentially be targeted by
global processes. Rather than assessing isolated cues, this
strategy seeks to evaluate what cortical machinery is
enabled, what processing pathways are traversed, and what
visual capacities are brought on-line by the global structure
of natural sensory stimulation.
Here, we used natural image patches to examine the

sensitivity of low-level and mid-level human visual cortex
to the global coherence of naturalistic local sensory stim-
ulation. Observers viewed image patches through two
circular apertures on the horizontal meridian in the visual
field on either side of fixation (see Figure 1). We com-
pared a globally coherent condition, in which the image
patches were drawn from the same underlying extended
image and evoked a compelling percept of global spatial
structure, with a globally noncoherent condition, in
which the image patches were drawn from different under-
lying extended images (see Onat, Jancke, & König, 2013,
for a similar approach with natural movies). Critically, the
distribution of local image patches within each aperture
was identical for the two conditions over the duration of
the experiment, which isolated sensitivity to global integ-
ration from variations in local sensory stimulation. Using
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fMRI, we estimated the BOLD signal while human
observers viewed such coherent and noncoherent stimuli
to examine the consequences for the amplitude and spatial
pattern of responses in human visual cortex.

METHODS

Participants

Five observers (three women), each with normal or
corrected-to-normal vision, participated in the current
study. Each participant gave their informed written con-
sent, and the study conformed to safety guidelines for
MRI research and was approved by the institutional
review board at the University of Minnesota.

Apparatus

Functional imaging was conducted using a 7T magnet
(Magnex Scientific, Yarnton, Oxford, UK) with a Siemens
(Erlangen, Germany) console and head gradient set
(Avanto, Malvern, PA). Images were collected with a
T*2 sensitive gradient-echo imaging pulse sequence
(repetition time = 2 sec, echo time = 18 msec, flip angle =
70°, matrix = 108 × 108, GRAPPA acceleration factor = 2,
field of view = 162 × 162 mm, partial Fourier = 7/ 8, voxel
size = 1.5 mm isotropic) in 36 ascending interleaved
coronal slices positioned such that the coverage extended
slightly beyond the posterior end of the brain.
Stimuli were displayed on a screen positioned within

the scanner bore using a VPL-PX10 projector (Sony, Tokyo,
Japan) with a spatial resolution of 1024 × 768 pixels, tem-
poral resolution of 60 Hz, mean luminance of 168 cd/m2,
and an approximately linear relationship between video
signal and projected luminance. Participants viewed the
screen from a distance of 72 cm, via a mirror mounted
on the head coil, giving a viewing angle of 29.1° × 21.8°
that accommodated a visible square region of approxi-
mately 14.5° in length due to occlusion from the scanner
bore. Stimuli were presented using PsychoPy 1.73.05
(Peirce, 2007). Behavioral responses were indicated via
a FIU-005 fiber-optic response device (Current Designs,
Philadelphia, PA). As detailed below, analyses were per-
formed using FreeSurfer 5.1.0 (Dale, Fischl, & Sereno,
1999; Fischl, Sereno, & Dale, 1999), FSL 4.1.6 (Smith
et al., 2004), and AFNI/SUMA (2013/09/20; Saad, Reynolds,
Argall, Japee, & Cox, 2004; Cox, 1996). Experiment and
analysis code is available at https://bitbucket.org/djmannion/
ns_aperture.

Stimuli

The stimulus consisted of two circular apertures, presented
on the horizontal meridian in the visual field on either side
of fixation. Each aperture was 4° visual angle in diameter

and was centered at 3° visual angle eccentricity, resulting
in an nearest-edge horizontal distance of 2° visual angle.
A circle of 0.15° visual angle in diameter was continually
present at the center of the display as a fixation and task
indicator, and the remainder of the display was set to
midgray (mean luminance). An illustration of the stimulus
geometry is shown in Figure 1.

The images presented within the apertures were ob-
tained from a publicly available natural image database
(van Hateren & van der Schaaf, 1998). Each 1534 ×
1024 pixel image was cropped to square regions, 140 pixels
in length, corresponding to the location of the apertures.
Each region was then normalized, separately, by subtract-
ing its mean intensity and dividing by its maximum abso-
lute intensity.

Images from the database were selected for inclusion
in the study based on evaluation by the first author. A
total of 108 images were selected, based on the subjec-
tive criterion that a compelling sense of globally coherent
structure was evident when displayed with the limited
field of view of the aperture geometry.

Figure 1. Stimulus layout and conditions. Observers fixated a central
marker and viewed two apertures, each 4° visual angle in diameter
centered at 2° visual angle eccentricity, on the horizontal meridian.
The apertures either showed local image regions from the same global
image (A; coherent condition) or from different images (B and C;
noncoherent condition).
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Design

Each experiment scanning run consisted of the blocked
presentation of 216 events, with each event consisting of
1 sec stimulus display followed by 1/3 sec blank. The
events were equally split into coherent and noncoher-
ent experiment conditions, with each containing the
full ensemble of 108 images. The event sequences
were determined by either jointly (coherent) or sepa-
rately (noncoherent) shuffling the presentation order
of each apertureʼs image patches. By this procedure,
each trial in the coherent condition consisted of image
patches in the left and right apertures that were drawn
from the same image, whereas the patches in the non-
coherent condition were drawn from different images
(see Figure 1 for an example). Events were ordered in
16-sec blocks (12 events) per condition, alternating be-
tween coherent and noncoherent blocks, with a total
of 18 blocks per experiment run for an overall duration
of 288 sec. Each participant completed 10 such runs in
a single session, with the starting block (coherent or
noncoherent) alternating across runs.

Participants performed a behavioral rating task during
each experiment run. On certain trials, at intervals
drawn from a geometric distribution with a probability
of .35, participants were cued via a change in the color
of the fixation marker to make a judgment of the cur-
rent stimulus coherence on a 4-point scale (confident
coherent, less confident coherent, less confident non-
coherent, confident noncoherent). The cue appeared
0.8 sec after stimulus onset to encourage observers to

internally perform the judgment on each image presen-
tation regardless of whether they received a subsequent
cue to respond. Participants used different hands to
make the coherent and noncoherent choices, with the
particular hand assignment randomized at the begin-
ning of each run.
Each participant also completed two runs, in the

same session as the experiment runs, to localize the retino-
topic location of the stimulus apertures. In alternating
16-sec blocks, interleaved with 16-sec blank screen
baseline blocks, either the left or the right stimulus
aperture was filled with a contrast-reversing (2 Hz)
checkerboard (2 cycles per degree). There were six such
cycles per localizer run, prepended with an additional
blank block of 22-sec duration, for a total duration of
310 sec.

Anatomical Acquisition and Processing

A T1-weighted anatomical image (sagittal MP-RAGE,
1 mm isotropic resolution) was collected from each par-
ticipant in a separate session using a Siemens Trio 3T
magnet (Erlangen, Germany). FreeSurfer (Dale et al.,
1999; Fischl, Sereno, & Dale, 1999) was used for seg-
mentation and cortical surface reconstruction of each
participantʼs anatomical image and to warp the resulting
cortical surface into correspondence with FreeSurferʼs
standard surface template (Fischl, Sereno, Tootell, &
Dale, 1999). SUMA was then used to convert the warped
surfaces to a standard mesh (Saad et al., 2004).

Figure 2. Retinotopic visual area localization. The top and bottom panels show the angle and eccentricity, respectively, maps on a flattened
representation of a group-average anatomical left and right hemispheres (left and right columns, respectively). Boundaries for the low-level
visual areas V1, V2, and V3 and the mid-level visual areas LO1, LO2, V3A/B, and hV4 are marked based on characteristic spatial progressions of
the preferred visual field position.
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Visual Area Localization

Conventional retinotopic mapping and visual area locali-
zation acquisition and analysis procedures, implemented
as detailed in Mannion et al. (2013), were performed on
each participantʼs standardized surface space. These
surface data sets were combined across participants at
each node on the surface, and the resulting maps of
angular and eccentric visual field preference were used
to assign likely visual area labels to low- and mid-level
visual cortex, as shown in Figure 2, to provide a frame-
work for interpreting the location of regional activation
in the main experiment. Standard criteria were used to
delineate the borders of the low-level visual areas V1,
V2, and V3 (Schira, Tyler, Breakspear, & Spehar, 2009;
Dougherty et al., 2003). The ventral mid-level human
V4 region (hV4) was defined as a full contralateral hemi-
field representation extending posterior to the ventral
V3 border (Goddard, Mannion, McDonald, Solomon, &
Clifford, 2011; Arcaro, McMains, Singer, & Kastner, 2009;
Wade, Brewer, Rieger, & Wandell, 2002). We delineated
three regions of dorsal mid-level cortex: LO1, LO2, and
V3A/B. The LO1 and LO2 regions were defined as two
contralateral hemifield representations parallel to the
dorsal V3 border and extending from the central fovea
and stopping before the border of V3A/B (Larsson &
Heeger, 2006). Visual areas V3A (Tootell et al., 1997)

and V3B (Press, Brewer, Dougherty, Wade, & Wandell,
2001) are difficult to distinguish, and we defined V3A/B
as a combined area with a contralateral hemifield repre-
sentation. The V3A/B area proceeded adjacent to periph-
eral V3 before extending anteriorally from a characteristic
junction to run perpendicular to the peripheral extent of
LO1/2 (Larsson & Heeger, 2006; Press et al., 2001).

Conventional motion and object functional localizers
were also acquired for each participant to provide addi-
tional landmarks for interpreting locations on the cortical
surface. General linear model (GLM) analyses were per-
formed for the motion and object localizers for each par-
ticipant on a standardized surface, and the beta estimates
for the localizing contrasts (motion vs. static, intact vs.
scrambled) were entered into a one-sample t test across
participants. The resulting maps of statistical significance
were thresholded at a liberal level ( p < .01, one-tailed,
uncorrected) and are shown in Figure 3 (top and middle).
A similar analysis was performed on the within-session
aperture localizers and is shown in Figure 3 (bottom).

Preprocessing

Estimates of participant motion were obtained using
AFNI, with reference to the volume acquired closest
in time to a within-session fieldmap image and were

Figure 3. Functional localizers.
Panels show regions of the
cortical surface with BOLD
activity that was significantly
elevated ( p < .01, one-tailed,
uncorrected) in functional
localization contrasts (top:
motion vs. static, middle: intact
vs. scrambled, bottom: left and
right aperture checkerboards
vs. blank). Coarse boundaries
around the most prominent
clusters of interest for the
motion and object localizers
are shown as dotted lines.
Unbroken dark lines indicate
the borders of identified
retinotopic visual areas, as
per Figure 2, and dashed dark
lines indicate the limits of the
acquisition coverage in the
experiment. Left and right
columns show the left and
right hemispheres,
respectively.
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combined with unwarping parameters (obtained via
FSL) before resampling with sinc interpolation. The
participantʼs anatomical image was then coregistered
with a mean of all the functional images via AFNIʼs
align_epi_anat.py, using a local Pearson correlation cost
function (Saad et al., 2009) and six free parameters
(three translation, three rotation). Coarse registration
parameters were determined manually and passed to
the registration routine to provide initial estimates
and to constrain the range of reasonable transformation
parameter values. The motion-corrected and unwarped
functional data were then projected onto a standardized
cortical surface by averaging the volume data between
the white matter and pial boundaries (identified with
FreeSurfer) using AFNI/SUMA. For the univariate analy-
sis, surface-based spatial smoothing was performed on
each runʼs time series using SUMAʼs SurfSmooth, calcu-
lated along a surface intermediate to the white matter
and pial surfaces, to a FWHM of 2.5 mm. All analyses
were performed on the nodes of this standardized sur-
face domain representation.

Analysis

Univariate

First-level (participant level) univariate analysis was con-
ducted within a GLM framework using AFNI. Time
courses corresponding to coherent stimulus condition
blocks were convolved with SPMʼs canonical hemo-
dynamic response function and entered as a regressor
in the GLM design matrix. Legendre polynomials up to
the second degree were included as additional regres-
sors. The first and last blocks of each run were censored
in the analysis, leaving 1280 data time points (128 per run
for 10 runs) and 31 regressors (1 stimulus and 30 poly-
nomial) in the design matrix. The GLM was estimated
via AFNIʼs 3dREMLfit, which accounts for noise temporal
correlations via an ARMA(1,1) model.

Second-level (group level) statistical significance of the
effect of coherent stimulation was assessed via a one-
sample t test on the beta weight assigned to the coherent
stimulus regressor in each participantʼs GLM (see Fig-
ure 5 for a representation of the single-participant beta
weights). The t test was performed against a null hypoth-
esis of zero beta amplitude and was conducted for all
surface nodes for which acquisition coverage was
achieved for all participants. To compensate for perform-
ing multiple comparisons (one comparison at each sur-
face node within the acquisition region), we used a
two-step procedure in which a height threshold of p <
.01 (uncorrected) was followed by a cluster threshold
of p < .05 (hemisphere family-wise error [FWE] cor-
rected). The cluster threshold was determined using
AFNIʼs slow_surf_clustsim.py in a procedure that deter-
mines the distribution of cluster sizes obtained by apply-
ing the above analysis to 1000 random noise volumes.

This produced cluster area thresholds of 147 and 176 mm2

for the left and right hemispheres, respectively.

Multivariate

The time series for each participant and run, projected
onto a standard surface, were first high-pass filtered
with Legendre polynomials up to the second degree.
An amplitude was then estimated for each block (exclud-
ing the first and last blocks in each run) as the mean
signal within its eight volumes (16 sec), shifted by three
volumes (6 sec) to compensate for the delayed hemo-
dynamic response. The amplitude estimates within each
run were then normalized (z-scored). This procedure
produced 160 responses per participant for each node
on the cortical surface; eight responses for each condi-
tion in each of 10 runs.
The multivariate pattern analysis (MVPA) was per-

formed using a searchlight procedure (Kriegeskorte,
Goebel, & Bandettini, 2006), in which a given surface
node was designated, in turn, as a seed node and consid-
ered along with other nodes within a radius of 5 mm
along the cortical surface (midway between the white
matter and pial surfaces) to form the multivariate data
pattern. The analysis was implemented using a 10-fold
leave-one-run-out strategy in which the responses from
a given run were designated, in turn, to form a “test”
set and the remaining runs to form the “training” set.
Each training set thus consisted of 154 examples, with
coherent and noncoherent conditions equally repre-
sented. In each analysis fold, a linear support vector
machine was constructed on the labeled training set
and the classification accuracy assessed on the data from
the test set. Support vector machines were implemented
with svmlight ( Joachims, 1998), and the accuracy of each
seed node was taken as the average correction classi-
fication over the 10 folds.
The group level statistical significance of the classifica-

tion performance of each seed node was assessed via a
one-sample t test against a chance performance level of
50%. The single-participant classification accuracy sur-
faces were spatially smoothed, with the same parameters
as for the univariate analysis, before the group t test. A
comparable multiple comparisons control strategy to
the univariate analysis was adopted, in which a height
threshold of p < .01 (one-tailed) was applied followed
by a cluster level correction ( p < .05) using the same
parameters as for the univariate analysis.

RESULTS

We first evaluated whether the BOLD response across
the sampled area of human visual cortex was signifi-
cantly modulated by the presence of coherent versus
noncoherent image patches. A univariate GLM analysis
revealed bilateral clusters of significantly elevated activity
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( p< .01 height threshold, uncorrected, followed by p<
.05 cluster threshold, FWE corrected) within dorsal regions
of mid-level visual cortex, as shown in Figure 4 (top). The
most prominent activation was observed in the vicinity of
the retinotopic regions LO1/2 and extending dorsally
toward (and beyond, in the right hemisphere) the bound-
ary of visual area V3A/B. The peak accuracy in this region is
consistent with a location associated with the transverse
occipital sulcus (TOS), which is ventral to the V3A/B rep-
resentation of the lower vertical meridian (Nasr et al.,
2011). Significant activation was also present in dorsal V3
and, in the right hemisphere, slightly into dorsal V2. How-
ever, such apparent dorsal V2 and V3 activity may be spill-
over from neighboring areas, particularly given the lack of
an expected counterpart activation cluster in ventral V2 and
V3. When this group level univariate analysis was assessed
at the single-participant level, variation in the spatial profile
of activity differences across participants was observed, but
the outcomes of the group level analysis were qualitatively
present across participants (as shown in Figure 5).
We then investigated whether the local spatial distribu-

tion of BOLD activity across the cortical surface contained
information that could be used to discriminate the obser-
vation of coherent and noncoherent image patches. We
used MVPA techniques (Haynes & Rees, 2006; Norman,
Polyn, Detre, & Haxby, 2006) to quantify the representa-
tional content of small searchlight (Kriegeskorte et al.,
2006) disks (10 mm diameter) centered at each node
on the cortical surface. As shown in Figure 4 (bottom),
this analysis revealed extensive regions of mid-level visual
cortex with activity patterns capable of distinguishing the
coherent and noncoherent stimulus conditions at levels

significantly greater than chance ( p < .01 height thresh-
old, uncorrected, followed by p < .05 cluster threshold,
FWE corrected). As with the univariate analysis, the
single-participant profiles of MVPA accuracy (not shown)
varied across participants but were qualitatively similar to
the outcomes of the group level MVPA analysis.

The locations of regions with significantly above-
chance classification accuracy are similar in the left and
right hemispheres, and we describe prominent features
of interest located relative to the borders of nearby reti-
notopic visual areas and relative to regions activated by
functional localizers. We begin considering the spatial
distribution of significant classification accuracy at the
central foveal representation (see the bottom panels of
Figure 2 for the map of eccentricity preference) and
moving dorsally, where we first observe significant classi-
fication accuracy within and near the retinotopic areas
LO1 and LO2 and the TOS region—consistent with the
results of the univariate analysis. The significant levels
of accuracy extend dorsally into area V3A/B and into areas
in the intraparietal sulcus (Swisher, Halko, Merabet,
McMains, & Somers, 2007) and in anterior and dorsal
direction beyond the far boundary of LO2. This latter
cluster appears to be more dorsal than the human mo-
tion complex (Kolster, Peeters, & Orban, 2010; Amano,
Wandell, & Dumoulin, 2009; Huk, Dougherty, & Heeger,
2002) and may be an anterior region of V3B. Moving to
posterior dorsal cortex, we observe significant levels of
classification accuracy in a region beyond the far eccen-
tricity boundaries of dorsal V2 and V3 in low-level visual
cortex, which is likely to be associated with the retro-
splenial cortex (RSC; Nasr et al., 2011).

Figure 4. Univariate and
multivariate group level analysis
results. The top panels show
the surface nodes with a
significantly increased response
to coherent versus noncoherent
stimulus conditions, colored
according to the magnitude of
the coherent stimulus regressor
in the GLM analysis (arbitrary
units). The bottom panels
show the surface nodes with
significantly above-chance
performance in classifying
coherent versus noncoherent
stimulus conditions, colored
according to the level of
accuracy (%). Significance for
both univariate and multivariate
results was determined by a
height threshold of p < .01
(uncorrected) followed by a
cluster threshold of p < .05
(FWE corrected). Each panel shows a flattened representation of the group-average brain, with dark lines showing the boundaries between the
identified retinotopic visual areas (as per Figure 2), dotted lines enclosing the regions of most prominent activation to motion and object localizers
(as per Figure 3), and dashed dark lines showing the boundary of the region from which functional signals were acquired. Left panels show the
left hemisphere, and right panels show the right hemisphere.
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Beginning again at the central foveal representation,
moving ventrally we observe a cluster of significant
accuracy within hV4. Bilaterally, this cluster appears to
be situated in a somewhat foveal-preferring region of
hV4, with an additional hV4 cluster at mideccentricity
preference present only in the right hemisphere. Both
hemispheres show clusters of significant accuracy in
ventral regions beyond the far eccentricities of hV4 in
putative VO1 areas (Arcaro et al., 2009; Brewer, Liu,
Wade, & Wandell, 2005), before reaching the extent of
the brain coverage of our functional acquisitions. There
are also bilateral accuracy clusters in posterior ventral

cortex, beyond the posterior border of hV4, which we
tentatively assign to the putative human posterior infer-
ior temporal cluster of retinotopic regions identified by
Kolster et al. (2010). These clusters lie within regions
associated with high levels of category selectivity (Malach,
Levy, & Hasson, 2002) and partially overlap with function-
ally localized regions preferring intact relative to scrambled
objects (see Figure 3, middle).
To evaluate the likelihood of such univariate and multi-

variate results being caused by unequal attentional allo-
cation to the two conditions, we analyzed participantsʼ
responses on the during-scanning behavioral task, in

Figure 5. Single-participant
univariate results. Each panel
shows the beta values for the
coherent > noncoherent
contrast for each participant
(rows) and hemisphere
(columns). Values are shown
at a statistical significance
threshold of p < .001
(uncorrected) on a flattened
representation of the group-
average brain. Line markings
are as per Figure 4, with the
exception of participant 4 (P4)
for whom the green outline
shows the boundaries of TOS
as estimated from a scene
network functional localizer.
Note that the dashed lines
represent the extent of the
acquisition coverage common
to all participants and hence
may be exceeded at points
by particular participants.
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which they judged whether the image patches were part
of a coherent or noncoherent image and whether they
were confident or less confident of their judgment. When
the patches were coherent, participants responded
coherent/confident on 59.14% (SE = 6.74%), coherent/
less confident on 28.74% (SE= 4.56%), noncoherent/less
confident on 6.85% (SE = 1.84%), and noncoherent/
confident on 5.27% (SE= 1.84%) of trials. Similarly, when
the patches were noncoherent, participants responded
noncoherent/confident on 66.37% (SE = 4.77%), non-
coherent/less confident on 25.33% (SE = 5.65%), coherent/
less confident on 4.79% (SE = 0.62%), and coherent/
confident on 3.52% (SE = 1.26%) of trials. There was no
statistically significant interaction between the response
proportions and the stimulus condition, F(3, 12) = 0.73,
p ≫ .05. There was also no statistically significant dif-
ference in the RTs for the coherent and noncoherent
conditions, F(1, 4) = 2.81, p = .17, with participants
responding with an average latency of 712 msec (SE =
32 msec) and 748 msec (SE = 25 msec) for trials in the
coherent and noncoherent conditions, respectively. These
results suggest that participantsʼ ability, confidence, and
execution in classifying the two stimulus conditions were
not appreciably different for coherent and noncoherent
presentation.

DISCUSSION

In this study, we were interested in characterizing the
response of the posterior regions of the human brain
when observers viewed two natural image patches drawn
either from the same full image or different full images.
This stimulus manipulation caused the local patches to
be integrated into a globally coherent percept or to be
perceived as two noncoherent patches. We report an
increased BOLD signal to coherent relative to noncoher-
ent stimulation in the retinotopic regions LO1/2, which
are likely to be also associated with the TOS region of
dorsal cortex. We also find the presence of patch coher-
ence to have widespread consequences for the local spa-
tial pattern of BOLD signals in mid-level regions of visual
cortex. This local spatial distribution of BOLD signals in
dorsal regions, including LO1/2, TOS, V3A/B, RSC, and
areas of the IPS, were informative of stimulus coherence,
as were those in ventral regions including hV4 and VO1.
The most prominent perceptual consequence of the

coherent stimulus condition, relative to the noncoherent
condition, is the ability to recover the three-dimensional
spatial structure, layout, and geometry of the scene de-
picted in the extended image. Accordingly, the region
of posterior cortex with significantly elevated BOLD
signal during the coherent stimulus condition and high
levels of pattern classification accuracy resided in a loca-
tion consistent with the TOS (Nasr et al., 2011)—an area
of the brain implicated in the processing of visual scenes
(Grill-Spector, 2003; Hasson, Harel, Levy, & Malach,

2003). Our association of such activation with the TOS
was based primarily on its positioning relative to the
borders of retinotopic visual areas (Nasr et al., 2011)
rather than from a scene network functional localizer.
However, the one participant for which we had collected
such a functional localizer for an unrelated study provides
additional support for our association of the activation
with the TOS, with the approximate location of the
TOS cluster (identified from a scenes vs. faces and
houses contrast) tending to overlap with our interpreta-
tion of the position of the TOS (see row P4 in Figure 5).

The role of the TOS, alternatively referred to as the
dorsal scene responsive area (Nasr et al., 2011) and the
occipital place area (Dilks, Julian, Paunov, & Kanwisher,
2013), in scene processing remains unclear. Further-
more, the precise location of TOS—and its relationship
with nearby or underlying retinotopic regions—are un-
certain. However, it appears to be a critical node in the
scene processing network, as disruption of TOS using
TMS causes a selective impairment in the ability to dis-
criminate scenes (Dilks et al., 2013). Resting-state
functional connectivity analysis shows the TOS to link
with areas of the intraparietal sulcus, LO1/2, and object-
selective cortex (Nasr, Devaney, & Tootell, 2013), and
this connectivity may contribute to the significantly
above-chance classification accuracy observed among
this network in this experiment. Overall, the results of
the current study lend further support for a role of
TOS in processing spatially extensive visual information
that coheres into a globally interpretable scene.

The sense of spatial layout that accompanies the
coherent stimulus condition may also underlie the ability
to discriminate the coherent and noncoherent conditions
at levels significantly greater than chance in the RSC. Of
its many apparent roles (Vann, Aggleton, & Maguire,
2009), the RSC region, also known as the medial scene
responsive area (Nasr et al., 2011), has been particularly
implicated in computations for navigation and envi-
ronmental orientation (Epstein, 2008; Maguire, 2001).
The RSC also strongly prefers familiar scenes over unfami-
liar scenes (Epstein, Higgins, Jablonski, & Feiler, 2007),
and this familiarity effect may underlie the RSCʼs appear-
ance in the current paradigm; the shuffling procedure we
adopted means that each noncoherent exemplar is likely
to be not previously seen, whereas each of the coherent
exemplars are observed once per run and thus may
become familiar. The RSC is also recruited by tasks involv-
ing spatial judgments (Nasr et al., 2013); however, we
consider it unlikely that this role underlies the selectivity
observed here as both coherent and noncoherent condi-
tions involve the performance of a spatial task to judge
patch coherency. Finally, we note that, together with
the TOS and RSC, an area of the parrahippocampus,
denoted the parrahippocampal place area (PPA; Epstein
& Kanwisher, 1998), is frequently nominated as a key area
in scene and spatial layout processing. The coverage of
our functional acquisitions did not include the PPA;
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however, we consider it likely the PPA region would be
strongly activated by the coherent versus noncoherent
comparison in the current study.

The coordination of the aperture patches also supports
the recovery of spatially extensive surface and contour
structures. This recovery is often accompanied by a sense
of amodal perceptual completion, in which the apparent
spatial structure of the underlying extended image is per-
ceived to be present behind an occluding front surface.
Given that such completion effects would likely be par-
ticularly evident in the fovea because of its positioning
as the intervening territory between the two apertures,
it is interesting that we observe a cluster with significantly
above-chance classification performance in a foveal region
associated with hV4. Neurons in macaque V4 appear to
modulate their activity when their receptive fields lie
within an illusory surface (Cox et al., 2013), including
amodal illusory surfaces. The above-chance classification
performance observed in hV4 may also relate to the
capacity for contour completion and complex feature
selectivity afforded by the coherence between image
patches, given that ventral regions of mid-level visual
cortex, including visual area hV4, are sensitive to isolated
global form (Mannion et al., 2013; Ostwald, Lam, Li, &
Kourtzi, 2008; Wilkinson et al., 2000).

We did not observe significant modulation of activity
or representational content in any of the low-level visual
areas V1, V2, or V3 (given the caveat that the observed
dorsal V2 and V3 selectivity appears epiphenomenanal).
Under a purely feedforward view of information transmis-
sion through the cortical hierarchy, this insensitivity to
coherence may be attributable to the smaller receptive
fields of these areas (Winawer, Horiguchi, Sayres, Amano,
& Wandell, 2010; Amano et al., 2009), preventing the
stimulation in the two apertures from direct interaction.
However, the abundant feedback and horizontal connec-
tivity within visual cortex and the apparent utility in using
higher-level knowledge to disambiguate lower-level pro-
cessing in natural images (Epshtein, Lifshitz, & Ullman,
2008; Olshausen & Field, 2005; Bullier, 2001) render it
somewhat surprising that no low-level effect of coher-
ence was observed. Although it is always difficult to inter-
pret the lack of an effect, we suggest three possible
reasons why we did not observe significant differences
in low-level areas in the current experiment. First, our
use of an abrupt aperture edge may have obscured any
effect of coherence on the spatial spread of cortical acti-
vation. Using a similar presentation paradigm, in which
natural image movie sequences were presented within
restricted apertures, Onat et al. (2013) found that coher-
ent versus noncoherent stimulation affected the magni-
tude of cat area 18 activity and increased the spatial
spread of activation along the cortical surface connecting
the two apertures. With our abrupt, rather than smooth,
edge on the apertures, any inevitable small eye move-
ments, uncorrelated with the stimulus condition, would
have introduced comparatively large effects at the aper-

ture borders that may have limited the ability to detect
the finer modulation in the extent of within-aperture
activity in coherent versus noncoherent stimulus condi-
tions. Second, our study has been insufficiently powered
to detect any differences occurring at the level of low-
level visual cortex. Third, our use of a temporally blocked
stimulus design, although appropriate for detecting gross
differences between coherent and noncoherent activity,
may not have been sensitive to non-feedforward process-
ing in the current context. Although non-feedforward
processing may have differentially affected the low-level
activity during coherent and noncoherent conditions,
the precise consequences of this effect may have been
specific to the particular image. This specificity may have
rendered an inconsistent net effect in the magnitude and,
in particular, spatial pattern of activation within stimulus
condition blocks.
The outcomes of this study are unable to support pre-

cise claims about the joint image properties that dis-
tinguish coherent from noncoherent pairings. This is an
important and challenging question for future research;
properties such as luminance, chromaticity, edge struc-
ture, motion, spatial scale, and many others—and their
interactions—could serve as cues to global coordination.
A potentially fruitful avenue for future research is to uti-
lize the tendency for observers to occasionally perceive
coherent pairings as noncoherent (and vice versa), which
offers a means of dissociating perceived coherence from
the coordination evident in a particular image pairing. In
addition, a more detailed analysis could be obtained by
using a condition-rich design where the responses to
many coherent and noncoherent image pairings are
obtained, and methods such as representational similar-
ity analysis (Kriegeskorte, Mur, & Bandettini, 2008) used
to evaluate various candidate models of potential cues
derived from analysis of the joint image statistics. In
the interim, we hope that the outcomes and approach
of the current study will be instructive for such future
research.
In summary, we examined the implications of observ-

ing image patches from the same or different underlying
extended image on the magnitude and spatial pattern of
the fMRI BOLD response in human low- and mid-level
visual cortex. Our goal was to identify the brain regions
in this visual network sensitive to the coordination of
spatially disparate image structure. We find that bilateral
areas within and near the TOS region in dorsal mid-level
cortex increased in the magnitude of activity while par-
ticipants observed coherent rather than noncoherent
patch pairings. Furthermore, we find that extensive
regions of mid-level cortex contained information that
could discriminate the global coherence of the image
patches at levels significantly greater than chance. These
results demonstrate the capacity of processing pathways
in the human visual system to globally integrate local nat-
uralistic sensory stimulation, which provides a platform
from which the functional properties of the identified
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regions of visual cortex can be further characterized and
their role in natural visual perception elucidated.
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